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Highlights  Abstract  

▪ A novel EIGMOPSO optimizes handling robot 

trajectories for time, energy, and impact. 

▪ Proposes a regionally dynamic stratification 

strategy enhancing performance stability. 

▪ Designs region-guided layered optimization to 

maintain diversity and global search. 

▪ Develops a two-stage archive strategy ensuring 

solution uniformity and convergence. 

 This paper addresses the trajectory optimization and reliability 

challenges of 6-DOF handling robots by proposing a multi-objective 

particle swarm optimization method guided by evolutionary information 

(EIGMOPSO). The method optimizes trajectory planning in terms of 

time, energy consumption, and smoothness to enhance operational 

reliability and mechanical durability. To overcome the limitations of 

traditional MOPSO, a regionally dynamic stratification strategy based 

on evolutionary capability assessment is proposed, classifying the 

population into regions by evaluating fitness, diversity, and stability.  

A layered optimization mechanism dynamically adjusts exploration and 

exploitation processes, improving global search capability. Additionally, 

a dynamic two-stage archive maintenance strategy ensures high-quality 

solutions. Experimental results demonstrate that EIGMOPSO 

significantly improves operational efficiency, reduces mechanical wear 

and energy consumption, and enhances system maintainability, making 

it well-suited for handling robots in industrial environments.  
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1. Introduction 

6-DOF handling robots have become integral to modern 

industrial automation, particularly within the realms of 

intelligent manufacturing [1][2], high-efficiency production 

[3][4], and intelligent control [5][6]. Significant advancements 

have been made in these areas of research. Trajectory planning 

stands as a crucial issue in the field of robotics, involving the 

design of an optimal motion trajectory for a robot while 

satisfying boundary constraints. Due to their high flexibility and 

precision, handling robots are widely used in complex tasks 

such as material handling, assembly, and palletizing [7]. To 

accomplish these tasks efficiently, the objective is to optimize 

the motion trajectory of robot's six joints, achieving optimal 

performance metrics while adhering to physical constraints.  

A well-planned motion trajectory not only enhances operational 

precision but also minimizes mechanical wear, energy 

consumption, and the likelihood of system failure, contributing 
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to improved reliability and reduced maintenance costs. This 

process necessitates a comprehensive consideration of multiple 

factors—including path accuracy, energy consumption, motion 

smoothness, and real-time performance—and plays an 

irreplaceable role in industrial applications. Thus, research on 

trajectory planning is of great significance for achieving 

autonomous operations of handling robots [8]. 

With the continuous increase in industrial production 

demands, the adaptability requirements for handling robots 

under various complex operational conditions are also rising, 

particularly in scenarios such as precision assembly, complex 

material handling, and high-speed operations [9]. These 

conditions impose more stringent requirements on trajectory 

planning to ensure that handling robots can reliably perform 

tasks in complex environments. Trajectory planning for robots 

typically involves two key aspects: trajectory generation and 

trajectory optimization. The former provides the prerequisite 

conditions for trajectory planning, while the latter is an effective 

approach to enhance trajectory performance and fully utilize the 

capabilities of robotic arms. Trajectory generation is generally 

achieved by interpolating between any two given poses to 

establish a smooth trajectory for the robotic arm. Trajectory 

planning can be divided into Cartesian space planning and joint 

space planning, depending on the planning space. Liu et al. [10] 

proposed a trajectory planning method for obstacle avoidance 

in Cartesian space. However, because trajectory planning in 

Cartesian space involves real-time solving and the described 

paths have a continuous correspondence with paths in joint 

space, there is a problem of singularity. To avoid such 

singularity issues and to more intuitively evaluate the motion 

state of the manipulator, trajectory planning is often performed 

in joint space. In joint space, cubic polynomials [11][12] are 

popular due to their computational simplicity; however, their 

discontinuous joint angular acceleration can lead to mechanical 

system impacts. Higher-order polynomials, such as quintic and 

septic polynomials [13][14], provide smooth acceleration, 

avoiding impacts and vibrations, but their higher-order nature 

may result in trajectory distortion. Similarly, cubic B-spline 

curves [15][16] also suffer from non-smooth acceleration, 

which can lead to accumulated tracking errors and even 

resonance. In contrast, the seven times non-uniform B-spline 

[17] trajectory planning method ensures continuous and smooth 

jerk, while also maintaining low velocity and acceleration 

values, achieving high trajectory planning accuracy. This makes 

it a stable and reliable trajectory planning method. 

In the field of trajectory optimization, obtaining a motion 

trajectory that satisfies both joint physical constraints and 

achieves optimal performance metrics has been a long-standing 

extensively studied topic. The initial strategies for robot 

trajectory optimization were time-oriented, aiming to enhance 

the efficiency of industrial robot production by minimizing the 

overall operational time [18]. With the continuous increase in 

industrial production demands, more optimization objectives 

have been proposed to evaluate robotic motion performance, 

including energy optimization aimed at reducing system energy 

consumption [19] and impact optimization to minimize joint 

wear and tear [20]. However, with the ever-increasing 

requirements for robotic arm operations, optimizing a single 

performance metric is no longer sufficient to meet technological 

needs. Therefore, optimization should be carried out according 

to real operating conditions, considering multiple performance 

metrics to ensure that trajectory planning aligns with practical 

application requirements. Early research has extensively 

explored energy-impact optimization, as both metrics are 

crucial in practical production settings. Xia [21] proposed  

a trajectory optimization method for energy and impact 

minimization for rehabilitation robots based on a multiple crow 

search algorithm (MCSA), significantly enhancing the energy 

efficiency and motion smoothness of rehabilitation robots. 

Time-impact optimization is a common multi-objective 

optimization approach aimed at improving efficiency, extending 

machine life. Wu et al. [22] aimed to minimize both the motion 

time and joint impact of robotic arms and proposed a trajectory 

optimization approach using an improved butterfly optimization 

algorithm (IBOA), effectively reducing both the motion time 

and joint impact of robotic arms. Time-energy-impact 

optimization better adapts to complex engineering applications 

and is classified under multi-objective trajectory optimization. 

The presence of multiple objectives and constraints increases 

the complexity of the planning process compared to single-

objective and dual-objective optimizations. Traditional 

mathematical optimization methods often struggle to identify 

optimal solutions in such scenarios. Swarm intelligence 

algorithms have proven to be an effective approach to address 
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these challenges.  These algorithms can simultaneously 

optimize multiple objectives and select one or a set of optimal 

solutions as the final result based on actual operating conditions. 

Wang et al. [23] proposed an improved non-dominated sorting 

genetic algorithm (INSGA-II) for multi-objective trajectory 

optimization of robotic arms. This approach enhances the 

efficiency and stability in point-to-point tasks. Sun et al. [24], 

addressing the multi-objective problem in segmented assembly 

robots, proposed an infeasible-updating non-dominated sorting-

based evolutionary algorithm (INSEA) to optimize the time, 

energy, and impact functions, enabling the robotic arm to 

perform assembly operations smoothly and efficiently.  

Although the aforementioned studies have achieved 

significant progress in the field of multi-objective trajectory 

planning, the performance of these algorithms is often highly 

dependent on parameter configurations. Proper adjustment of 

key parameters is critical for optimizing algorithm performance. 

Compared to other algorithms, multi-objective particle swarm 

optimization (MOPSO) [25] demonstrates advantages such as 

low computational cost and fast convergence speed. The 

effectiveness of MOPSO in solving standard operational 

procedures has been validated, particularly in large and complex 

environments. For example, Han et al. [26] proposed a robust 

multimodal multi-objective particle swarm optimization 

algorithm (RMMPSO), which demonstrated outstanding 

performance in addressing data-driven multimodal optimization 

problems. Wang et al. [27] designed an improved MOPSO with 

an adaptive angular region partitioning algorithm, achieving 

significant improvements in convergence and solution diversity 

for UAV task allocation. Furthermore, MOPSO has shown its 

superiority in practical applications such as multi-objective load 

scheduling in microgrids [28], carpooling optimization [29], 

and job-shop scheduling [30]. It has also been successfully 

applied to robotic trajectory optimization. Huang et al. [31] first 

proposed a spatial robotic motion trajectory optimization 

method based on MOPSO. This method employs motion time, 

dynamic disturbance, and jerk as multi-objective functions to 

derive efficient and safe motion trajectories for spatial robots. 

Lan et al. [32] introduced a trajectory competition MOPSO 

(TCMOPSO) to solve for the Pareto optimal set of robotic arm 

trajectories considering time, energy, and impact, effectively 

reducing motion time, joint impact, and energy consumption. 

Due to the complexity of trajectory planning problems for 

handling robots, there remains room for improvement in the 

efficiency and accuracy of existing solution methods. Thus, it is 

necessary to conduct an in-depth analysis and optimization of 

existing algorithms to achieve higher computational accuracy 

and faster processing speeds. Furthermore, although numerous 

trajectory planning methods have been proposed in previous 

literature, the outcomes typically provide a comprehensive 

trajectory without considering adaptability to actual operating 

conditions. To address this gap, it is crucial to study an 

integrated framework that can flexibly adjust optimization 

strategies based on different operating conditions and task 

requirements to ensure that handling robots can perform tasks 

efficiently under real-world operating conditions. 

Building upon existing research, this paper proposes  

a MOPSO guided by evolutionary information (EIGMOPSO) 

for the multi-objective trajectory optimization problem of 

handling robots, and generates an optimal trajectory that meets 

real-world operating conditions through a comprehensive 

optimization of time, energy consumption, and joint impact. 

Compared to traditional methods, this approach establishes  

a normalized multi-objective function without merging different 

performance metrics, achieving a globally optimal design for 

time, energy, and impact while considering the kinematic 

constraints of handling robots. By avoiding the merging of 

performance metrics, the planned trajectory is made more 

practical and effectively avoids getting trapped in a single local 

optimum. the method enhances the reliability and 

maintainability of robotic systems without necessitating costly 

hardware upgrades. 

The main contributions of this paper are as follows: 

1. A novel multi-objective trajectory optimization method is 

proposed for handling robots based on an improved MOPSO. 

By adjusting the weights or priorities of the optimization 

objectives, the system can flexibly adapt to diverse task 

requirements, achieving an efficient, energy-saving, and stable 

motion scheme. 

2. To address the issue of MOPSO being prone to local 

optimum, this paper introduces a regionally dynamic 

stratification strategy based on evolutionary capability 

assessment. This strategy dynamically adjusts the population's 

exploration direction and exploitation depth by evaluating 
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fitness variation, diversity, and stability.  

3. This paper further proposes a layered optimization 

strategy with region-guided and adaptive exploration, t dividing 

the population into three distinct regions based on their 

evolutionary capabilities. Different search mechanisms are 

designed for each region: the standard MOPSO strategy,  

a learning automaton strategy based on a hybrid grey wolf 

optimization algorithm, and a dual chaotic map mutation 

strategy.  

4. A dynamic two-stage performance metric-based archive 

maintenance strategy is proposed. By incorporating 

comprehensive density estimation (CD) and convergence 

assessment function (CA) metrics, this strategy ensures that the 

solutions retained in the archive possess good distribution 

uniformity and convergence. 

The remainder of this paper is organized as follows: Section 

2 establishes the multi-objective optimization model for 

trajectory planning; Section 3 constructs the jerk-continuous 

trajectory for the handling robot; Section 4 provides a detailed 

description of EIGMOPSO and its performance testing; Section 

5 validates the algorithm's effectiveness for practical 

application in optimizing handling robot trajectory; Section 6 

concludes the paper. 

2. Mathematical model of the multi-objective problem 

Efficiency, energy consumption, and stability are key metrics 

for evaluating the performance of handling robots. To optimize 

these metrics during trajectory optimization, they are quantified 

using time, energy, and jerk [33]. Since handling robots are 

typically employed for repetitive tasks, incorporating these 

metrics into trajectory optimization can significantly improve 

their operational efficiency and stability while effectively 

reducing energy consumption. thereby increasing the reliability 

and maintainability of handling robots in repetitive industrial 

tasks. Based on these three evaluation metrics, this paper 

constructs the corresponding objective functions to achieve 

comprehensive optimization of the operating trajectory for 

handling robots. The specifics are as follows: 

(1) Time objective function 

𝑓1 = ∑ 𝛥𝑡𝑖 = ∑ |𝑡𝑖+1 − 𝑡𝑖|
𝑛−1
𝑖=0

𝑛−1
𝑖=0   (1) 

where, 𝛥𝑡𝑖represents the time interval between two positions on 

the handling robot's path. The time objective function serves as 

a metric for evaluating the operational efficiency of the handling 

robot. To enhance its efficiency, the time objective function 

must be minimized. 

(2) Energy consumption objective function 

Energy consumption primarily arises from the electrical 

energy consumed by the servo motors. The accurate energy 

consumption function is given by: 

𝐸 = ∫
0

𝑇
∑ 𝑃𝑖(𝑡)𝑑𝑡 =
𝑁
𝑖=1 ∑ √

1

𝑇
∫
0

𝑇
(𝜃𝑖𝜏𝑖)

2𝑑𝑡𝑀
𝑚=1  (2) 

where 𝑃𝑖(𝑡)  denotes the power at any given moment, and 

𝜏𝑖represents the torque at any given moment. 

Since obtaining the servo motor power at each instant is 

challenging, the energy consumption function can be simplified 

by using average acceleration as an energy consumption 

indicator. Considering the linear relationship between robot 

energy consumption and acceleration, the function can be 

expressed as: 

𝑓2 = ∑ ∑ (∫
𝑡𝑗

𝑡𝑗+1𝑇𝑖(𝜃)𝑑𝜃𝑖)
𝑛−1
𝑗=0

𝑀
𝑚=1 = ∑ √

1

𝑇
∫
0

𝑇
(𝑎𝑖)

2𝑑𝑡𝑀
𝑚=1        (3) 

where 𝑎𝑖 represents the joint angular acceleration at any given 

moment. It should be noted that the energy consumption model 

presented provides a quantitative indicator of the energy 

consumed by all joints of the handling robot, intended for 

qualitative analysis.  

(3) Smoothness objective function  

The smoothness of a handling robot is primarily related to 

the joint jerk. The smoothness indicator can be expressed using 

the average joint jerk, as follows:  

𝑓3 = ∑ √
1

𝑇
∫
0

𝑇
(𝑗𝑖)

2𝑑𝑡𝑀
𝑚=1    (4) 

where 𝑗𝑖 denotes the joint jerk at any given moment. Essentially, 

abrupt changes in jerk equate to the application of excitation to 

the robot, leading to vibrations. Trajectory smoothness 

contributes to the stable operation of the joints and effectively 

reduces wear between them. 

To generate trajectories that meet both performance 

requirements and practical application constraints, it is 

necessary to optimize multiple objectives and introduce 

appropriate constraints during the optimization process [34]. 

Focusing solely on a single optimization objective may lead to 

some parameters deviating excessively from reasonable ranges. 

For example, when minimizing motion time is the optimization 
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objective, it often necessitates increasing joint velocities, which 

can result in infeasible solutions such as unrestricted joint 

speeds, clearly unreasonable in practical applications. Therefore, 

it is essential to impose appropriate constraints on multi-

objective optimization to ensure that trajectory efficiency is 

improved without exceeding the system's physical limitations or 

violating task requirements. The introduction of these 

constraints effectively ensures the feasibility and safety of 

trajectory planning under real-world conditions [35]. 

The constraints are as follows: 

{
 

 
|𝜈𝑚(𝑡)| ≤ 𝜈𝑚𝑚𝑎𝑥
|𝑎𝑚(𝑡)| ≤ 𝑎𝑚𝑚𝑎𝑥
|𝑗𝑚(𝑡)| ≤ 𝑗𝑚𝑚𝑎𝑥
|𝜏𝑚(𝑡)| ≤ 𝜏𝑚𝑚𝑎𝑥

   (5) 

where 𝑣𝑚,  𝑎𝑚,  𝑗𝑚, 𝜏𝑚 represent the velocity, acceleration, jerk, 

and torque of the 𝑚 -th joint at any given moment, respectively. 

𝑣𝑚𝑚𝑎𝑥,  𝑎𝑚𝑚𝑎𝑥,  𝑗𝑚𝑚𝑎𝑥 , 𝜏𝑚𝑚𝑎𝑥 denote the maximum velocity, 

maximum acceleration, maximum jerk, and maximum torque of 

the 𝑚 -th joint, respectively. 

Additionally, during operation, the joint angles of the 

handling robot should remain within the workspace limits. 

Therefore, the following constraint must be satisfied:  

𝜃𝑚 ∈ 𝛺    (6) 

where 𝜃𝑚represents the joint position of the 𝑚 -th joint at any 

given moment, and 𝛺 denotes the allowable angular workspace 

for the joint. 

3. Construction of jerk-continuous trajectories 

A series of data points 𝑃0, 𝑃1, … , 𝑃𝑛  is set along the desired 

trajectory in the joint space of the handling robot, dividing the 

B-spline trajectory into 𝑛 segments. Due to the local support 

property of B-spline curves, altering a control point affects only 

the local trajectory around it, leaving the rest unchanged [36]. 

The expression for the 𝑖 -th segment of the B-spline is given 

by: 

𝑃(𝑢) = ∑ 𝑑𝑖𝑁𝑖,𝑘(𝑢)
𝑛
𝑖=0   (7) 

where 𝑑𝑖 denotes the i-th control vertex; 𝑢 is the parameter of 

the curve; 𝑁𝑖,𝑘(𝑢) denotes the B-spline basis function. 

To generate curves of joint variables as a function of time, 

the cumulative chord length parameterization approach is used 

to normalize the time nodes 𝑡𝑖, resulting in the node vector 𝑈 

for the 𝑘 -th B-spline curve. 

𝑢0 = 𝑢1 = ⋯ = 𝑢𝑘 = 0    (8) 

𝑢𝑛+𝑘 = 𝑢𝑛+𝑘+1 = ⋯ = 𝑢𝑛+2𝑘 = 1   (9) 

𝑢𝑖 = 𝑢𝑖−1 +
|𝛥𝑡𝑖−𝑘−1|

∑ |𝛥𝑡𝑗|
𝑛−1
𝑗=0

, 𝑖 = 𝑘 + 1,⋅⋅⋅, 𝑛 + 𝑘 + 1 (10) 

Due to the non-uniform distribution of nodes along the 

parameter axis, a non-uniform B-spline curve will be generated. 

Given the node vector 𝑈 = [𝑢0, 𝑢1, ⋯ , 𝑢𝑛+2𝑘] , the 𝑛  -th order 

normalized B-spline blending functions 𝑁𝑖,𝑘(𝑢) are defined by 

the recursive Cox-de Boor equation as  

𝑁𝑖,0(𝑢) = {
1，𝑢𝑖 ≤ 𝑢 < 𝑢𝑖+1

0， 𝑜𝑡ℎ𝑒𝑟𝑠

𝑁𝑖,𝑘(𝑢) =
𝑢−𝑢𝑖

𝑢𝑖+𝑘−𝑢𝑖
𝑁𝑖,𝑘−1(𝑢) +

𝑢𝑖+𝑘+1−𝑢

𝑢𝑖+𝑘+1−𝑢𝑖+1
𝑁𝑖+1,𝑘−1(𝑢)}

 

 

(11) 

Based on the joint variable-time sequences, (𝑛 + 1) 

equations can be formulated to satisfy the interpolation 

conditions as  

𝑃(𝑢𝑖+𝑘) = ∑ 𝑑𝑗𝑁𝑗,𝑘(𝑢𝑖+𝑘)
𝑖+𝑘
𝑗=𝑖 = 𝐶𝑖   (12) 

where 𝑢𝑖+𝑘 ∈ [𝑢𝑘, 𝑢𝑛+𝑘], 𝑖 = 0,1,⋯𝑛. 

Based on the constraints among the B-spline curve degree, 

number of nodes, and number of control points, it is evident that 

for a seventh-order non-uniform B-spline curve, an additional 

six equations are required, typically provided by boundary 

conditions. Since the end nodes have a multiplicity of 𝑘 , the 

terminal control vertices coincide with the start and end data 

points. Therefore  

�̇�0 = �̇�(𝑢7) = ∑ 𝑑𝑗
1𝑁𝑗,6(𝑢7) = 𝑣0

7
𝑗=1  (13) 

�̇�𝑛 = �̇�(𝑢𝑛+7) = ∑ 𝑑𝑗
1𝑁𝑗,6(𝑢𝑛+7) = 𝑣𝑒  

𝑛+7
𝑗=𝑛+1 (14) 

Similarly, 

 �̈�0 = �̈�(𝑢7) = ∑ 𝑑𝑗
2𝑁𝑗,5(𝑢7) = 𝑎0

7
𝑗=2  (15) 

�̈�𝑛 = �̈�(𝑢𝑛+7) = ∑ 𝑑𝑗
2𝑁𝑗,5(𝑢𝑛+7) = 𝑎𝑒

𝑛+7
𝑗=𝑛+2 (16) 

 𝑃0 = 𝑃(𝑢7) = ∑ 𝑑𝑗
3𝑁𝑗,4(𝑢7) = 𝑗0

7
𝑗=3  (17) 

 𝑃𝑛 = 𝑃(𝑢𝑛+7) = ∑ 𝑑𝑗
3𝑁𝑗,4(𝑢𝑛+7) = 𝑗𝑒

𝑛+7
𝑗=𝑛+3  (18) 

where 𝑣0, 𝑎0, 𝑗0 denote the velocity, acceleration, and jerk of the 

joint at the starting point, respectively, and 𝑣𝑒 , 𝑎𝑒 , 𝑗𝑒 represent 

the velocity, acceleration, and jerk of the joint at the terminating 

point, respectively. 

By solving the system of Eqs. (12)-(18), the (𝑛 + 1) control 

points can be determined. Finally, using the obtained control 

points 𝑃𝑖and the node vector 𝑈, the motion trajectory of a joint 

can be constructed. The motion trajectory for the handling 

robot's joints can be planned using the aforementioned method 

[37]. 
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4. Proposed Method 

MOPSO simulates the foraging behavior of bird flocks, 

exploring and optimizing multiple objective functions through 

the movement of particles [38]. Given that the optimization 

problem addressed in this paper involves multiple objectives, 

MOPSO is chosen as the benchmark algorithm due to its high 

operability in practical applications. However, MOPSO 

employs traditional particle swarm algorithm mechanisms for 

velocity and position updates, which can lead to suboptimal 

search capability. Additionally, the robot is a nonlinear, strongly 

coupled system, further complicating the optimization problem 

[39]. To address the issues of slow convergence speed 

encountered with traditional MOPSO in robot trajectory 

optimization, this paper proposes a MOPSO guided by 

evolutionary information (EIGMOPSO). This approach enables 

the algorithm to rapidly and accurately find the optimal 

trajectory within a complex solution space, thereby enhancing 

the performance and efficiency of the handling robots. 

4.1. MOPSO 

In MOPSO, each particle continuously adjusts its position in the 

solution space to explore new solutions. Particles update their 

positions under the guidance of two primary "leaders": the 

individual best solution𝑝𝑖,𝑑 , and the global leader𝑔𝑖,𝑑 . The 

velocity and position of the 𝑖 -th particle are updated as 

𝑣𝑖,𝑑(𝑡 + 1) = 𝜔𝑣𝑖,𝑑(𝑡) + 𝑐1𝑟1(𝑝𝑖,𝑑(𝑡) − 𝑧𝑖,𝑑(𝑡)) +

𝑐2𝑟2(𝑔𝑖,𝑑(𝑡) − 𝑧𝑖,𝑑(𝑡))   (19) 

𝑧𝑖,𝑑(𝑡 + 1) = 𝑧𝑖,𝑑(𝑡) + 𝑣𝑖,𝑑(𝑡 + 1)  (20) 

where 𝑣𝑖,𝑑(𝑡) represents the velocity of the particle in the 𝑑 -th 

dimension at the 𝑡  -th iteration; 𝑧𝑖,𝑑(𝑡)  denotes the updated 

position of the particle; 𝑟1 and 𝑟2 are random numbers between 

0 and 1; 𝜔 denotes the inertia weight; 𝑐1  and 𝑐2  represent the 

learning factors. 

4.2. The proposed EIGMOPSO 

To address the issues of slow convergence speed encountered 

with traditional MOPSO, this paper proposes a MOPSO guided 

by evolutionary information (EIGMOPSO). This algorithm 

effectively enhances search efficiency and the ability to 

discover global optima by comprehensively considering the 

evolutionary information of the population after each iteration 

and partitioning the population into different regions based on 

this information. By employing different search mechanisms for 

particles in various regions, providing more flexibility in 

determining the final optimal solution. Additionally, a two-stage 

adaptive archive maintenance strategy is introduced to ensure 

that the solutions retained in the final archive exhibit both good 

convergence and sufficient diversity, thereby improving the 

overall performance of the algorithm. 

4.2.1. Regionally dynamic stratification strategy 

To more comprehensively assess the evolutionary state of 

particles, this paper proposes an evolutionary capability formula 

that integrates fitness variation, diversity evaluation, and 

stability assessment. The specific definition is as follows: 

(1) Fitness variation: 𝐸𝑖
𝑓𝑖𝑡𝑛𝑒𝑠𝑠

(𝑡) 

Fitness variation is used to measure the change in a particle's 

fitness between two consecutive iterations. It is defined as  

𝐸𝑖
𝑓𝑖𝑡𝑛𝑒𝑠𝑠

(𝑡) = √∑ (𝑓𝑖,𝑑
𝑝𝑏𝑒𝑠𝑡

(𝑡) − 𝑓𝑖,𝑑
𝑝𝑏𝑒𝑠𝑡

(𝑡 − 1))2𝐷
𝑑=1  (21) 

where 𝑓𝑖,𝑑
𝑝𝑏𝑒𝑠𝑡

(𝑡)  represents the fitness value of the individual 

best solution of particle 𝑖 in the d-th dimension. This formula 

reflects the evolutionary magnitude of the particle during the 

optimization process and effectively captures the trend of 

changes in the particle's fitness. 

(2) Diversity evaluation: 𝐸𝑖
𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦

(𝑡) 

Diversity evaluation is used to measure the relative position 

of a particle within the population. The specific formula is as 

𝐸𝑖
𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦

(𝑡) =
1

𝑁−1
∑ ∥ 𝒙𝑖(𝑡) − 𝒙𝑗(𝑡) ∥
𝑁
𝑗=1,𝑗≠𝑖  (22) 

where 𝒙𝑖(𝑡) and 𝒙𝑗(𝑡) represent the position vectors of particle 

𝑖and particle 𝑗 at the t-th iteration, respectively. The diversity is 

evaluated by calculating the average distance between a particle 

and other particles. 

(3) Stability assessment: 𝐸𝑖
𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦

(𝑡) 

Stability assessment is used to measure the stability of  

a particle's position changes over a period of time. It is defined 

as 

𝐸𝑖
𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦

(𝑡) = 𝑒𝑥𝑝 (−
∥𝒙𝑖(𝑡)−𝒙𝑖(𝑡−1)∥

𝜎
)  (23) 

where 𝒙𝑖(𝑡)  and 𝒙𝑖(𝑡 − 1)  represent position changes of 

particle 𝑖  between two consecutive iterations. 𝜎  is a tuning 

parameter used to control the sensitivity of the changes. This 

formula reflects the stability of a particle by calculating an 

exponential function of its position changes. 
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Based on the three criteria mentioned above, the 

comprehensive evolutionary capability is defined as follows: 

𝐸𝑖(𝑡) = 𝛼 ⋅ 𝐸𝑖
𝑓𝑖𝑡𝑛𝑒𝑠𝑠

(𝑡) + 𝛽 ⋅ 𝐸𝑖
𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦

(𝑡) + 𝛾 ⋅ 𝐸𝑖
𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦

(𝑡)     (24) 

where 𝛼 , 𝛽 , 𝛾 are adaptive weight coefficients that can be 

adjusted dynamically to meet the requirements of the 

optimization process, and can be defined as 

 𝛼(𝑡) =
𝐷𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑡)

𝐷𝑡𝑜𝑡𝑎𝑙(𝑡)
   (25) 

 𝛽(𝑡) =
𝐷𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦(𝑡)

𝐷𝑡𝑜𝑡𝑎𝑙(𝑡)
  (26) 

 𝛾(𝑡) =
𝐷𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑡)

𝐷𝑡𝑜𝑡𝑎𝑙(𝑡)
  (27) 

where 𝐷total(𝑡) = 𝐷fitness(𝑡) + 𝐷diversity(𝑡) + 𝐷stability(𝑡). 

Based on the comprehensive evolutionary capabilities of 

each particle during the iteration process, the ranking for each 

particle is determined according to its comprehensive 

evolutionary capability:  

 𝐸𝑅 = 𝑅𝑎𝑛𝑘(𝐸(𝑡))  (28) 

Based on the descending order ranking ER of each particle 

within the population, the particles are assigned to specific 

regions as follows: 

𝑅𝑒𝑔𝑖𝑜𝑛(𝑥𝑖) = {

I , 𝐸𝑅(x𝑖) < 0.2
II ,0.2 ≤ 𝐸𝑅(x𝑖) < 0.8

III , 𝐸𝑅(x𝑖) ≥ 0.8
  (29) 

where Region I  represents the high evolutionary capability 

region, comprising the top 20% of particles based on their 

comprehensive evolutionary capability ranking. Region II 

represents the medium evolutionary capability region, 

consisting of particles whose comprehensive evolutionary 

capability ranks between 20% and 80%. Region III represents 

the low evolutionary capability region, containing the bottom 

20% of particles based on their comprehensive evolutionary 

capability ranking. 

Algorithm 1: Regionally dynamic stratification strategy 

Input：The population P, the population size N, 𝜔 , 𝑐1 , 

𝑐2. 

Output：The sub-populations: Region I, Region II, 

Region III. 

for 𝑖 = 1 to N do  

Calculate 𝐸𝑖
𝑓𝑖𝑡𝑛𝑒𝑠𝑠

(𝑡) by Eq. (21); 

Calculate 𝐸𝑖
𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦

(𝑡) by Eq. (22); 

Calculate 𝐸𝑖
𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦

(𝑡) by Eq. (23); 

    Compute the Comprehensive Evolutionary 

Performance 𝐸𝑖(𝑡) by Eq. (24); 

end for 

Sort P by 𝐸𝑖(𝑡) in descending order;  

Region I = Top 20% of P; 

Region II = Next 60% of P; 

Region III = Bottom 20% of P; 

Return sub-populations. 

4.2.2. Layered optimization strategy 

This paper develops differentiated search strategies designed for 

particles in different regions. This method maintains high search 

efficiency and solution diversity at all evolutionary stages. The 

specific strategies are as follows: 

1) Particles in Region I exhibit significant fitness variation, 

high diversity, and stable positions, already demonstrating good 

optimization performance. To preserve these favorable 

characteristics, the standard MOPSO velocity and position 

update formulas are applied. This allows particles in Region I to 

effectively utilize information from their personal best and 

global best solutions, maintaining a high convergence rate and 

solution quality, thereby ensuring the stability and reliability of 

the optimization process. 

2) Particles in Region II have a certain level of optimization 

capability but still require further exploration. To improve the 

search direction and depth of particles in this region and 

enhance the overall optimization efficiency, a strategy inspired 

by the alpha-wolf strategy of the grey wolf optimization is 

employed. Three optimal particles are selected as leaders to 

guide the search. Additionally, a Learning Automata strategy is 

introduced, allowing other particles to perform adaptive 

learning and optimization. By assigning different learning 

probabilities to each particle and dynamically adjusting these 

probabilities based on their performance in each iteration, the 

guiding role of the optimal particles is further strengthened. 

This mechanism provides diverse search directions, enhancing 

the ability to discover global optimal solutions. 

The evolution formula for the particle position is: 

 �⃗⃗� = |𝐶 ⋅ 𝑃𝑜⃗⃗  ⃗(𝑡) − �⃗� (𝑡)|   (30) 

 �⃗� (𝑡 + 1) = 𝑃𝑜⃗⃗  ⃗(𝑡) − 𝐴 ⋅ �⃗⃗�    (31) 

where �⃗⃗�  is the distance between the particle and the target; �⃗� (𝑡) 

and 𝑃𝑜⃗⃗  ⃗(𝑡) represent the position vectors of the particle and the 
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target at the t-th iteration, respectively; 𝐴  and 𝐶  are coefficient 

vectors that vary with the number of iterations, defined as  

 𝐴 = 2𝑎 ⋅ 𝑟1⃗⃗⃗  − 𝑎    (32) 

 𝐶 = 2 ⋅ 𝑟2⃗⃗  ⃗    (33) 

 𝑎 = 2 −
2𝑡

𝑇𝑚𝑎𝑥
    (34) 

where 𝑟1⃗⃗⃗    and 𝑟2⃗⃗  ⃗  are random vectors ranging from 0 to 1, 

𝑇𝑚𝑎𝑥  denotes the maximum number of iterations, and 𝑎  is  

a convergence factor.  

When the optimal solution is found, the three optimal 

particles lead the other particles in the search. The positions of 

the three leaders are updated as 

 𝐷𝛼⃗⃗⃗⃗  ⃗ = |𝐶1⃗⃗⃗⃗ ⋅ 𝑃𝛼⃗⃗  ⃗(𝑡) − �⃗� (𝑡)|   (35) 

 𝐷𝛽⃗⃗ ⃗⃗  = |𝐶2⃗⃗⃗⃗ ⋅ 𝑃𝛽⃗⃗⃗⃗ (𝑡) − �⃗� (𝑡)|   (36) 

 𝐷𝛿⃗⃗ ⃗⃗  = |𝐶3⃗⃗⃗⃗ ⋅ 𝑃𝛿⃗⃗⃗⃗ (𝑡) − �⃗� (𝑡)|   (37) 

The positions of the other particles are given by 

{

𝑃1⃗⃗  ⃗(𝑡 + 1) = 𝑃𝛼⃗⃗  ⃗(𝑡) − 𝐴1⃗⃗⃗⃗ ⋅ 𝐷𝛼⃗⃗⃗⃗  ⃗

𝑃2⃗⃗⃗⃗ (𝑡 + 1) = 𝑃𝛽⃗⃗⃗⃗ (𝑡) − 𝐴2⃗⃗ ⃗⃗ ⋅ 𝐷𝛽⃗⃗ ⃗⃗  

𝑃3⃗⃗⃗⃗ (𝑡 + 1) = 𝑃𝛿⃗⃗⃗⃗ (𝑡) − 𝐴3⃗⃗ ⃗⃗ ⋅ 𝐷𝛿⃗⃗ ⃗⃗  

          (38) 

 �⃗� (𝑡 + 1) =
𝑃1⃗⃗ ⃗⃗  (𝑡+1)+𝑃2⃗⃗ ⃗⃗  (𝑡+1)+𝑃3⃗⃗ ⃗⃗  (𝑡+1)

3
  (39) 

The obtained optimal position values are incorporated into 

the updates of particle velocity and position. Adaptive 

optimization is then performed through learning probabilities, 

resulting in the following equations: 

𝜈𝑖,𝑑(𝑡 + 1) = 𝜔𝑖,𝑑(𝑡) ⋅ 𝜈𝑖,𝑗(𝑡) + 𝑐1𝑟1(𝑔𝑖,𝑑(𝑡) − 𝑧𝑖,𝑑(𝑡)) 

+𝑃𝑖𝛼𝑐2𝑟2 ⋅ [𝑝1(𝑡) − 𝑧𝑖,𝑑(𝑡)] + 𝑃𝑖𝛽𝑐3𝑟3 ⋅ [𝑝2(𝑡) − 𝑧𝑖,𝑑(𝑡)] +

𝑃𝑖𝛿𝑐4𝑟4 ⋅ [𝑝3(𝑡) − 𝑧𝑖,𝑑(𝑡)]   (40) 

 𝑧𝑖,𝑑(𝑡 + 1) = 𝑧𝑖,𝑑(𝑡) + 𝑣𝑖,𝑑(𝑡 + 1)  (41) 

where 𝑃𝑖𝛼 , 𝑃𝑖𝛽 , 𝑃𝑖𝛿   represent the probabilities of particle  

𝑖 learning from the three optimal particles. The initial values are 

set to 1/3, with a range of [0,1] and are defined as  

 𝑃𝑖𝛼 = 𝑃𝑖𝛼 + 𝛥𝑃 ⋅ (1 − 𝑃𝑖𝛼)  (42) 

 𝑃𝑖𝛽 = 𝑃𝑖𝛽 + 𝛥𝑃 ⋅ (1 − 𝑃𝑖𝛽)  (43) 

 𝑃𝑖𝛿 = 𝑃𝑖𝛿 + 𝛥𝑃 ⋅ (1 − 𝑃𝑖𝛿)  (44) 

where 𝛥𝑃 represents the increment of the learning probability, 

which is set to 0.1 in this paper. 

3) Particles in Region III  have weaker optimization 

capabilities, so enhancing particle diversity should be the 

highest priority. Unlike the mutation strategies used in most 

existing MOPSO, this paper proposes a method based on a dual 

chaotic mapping approach to improve the optimization 

performance. This method utilizes the high randomness and 

strong chaotic properties of Sine and Logistic chaotic maps. By 

alternating these two chaotic maps during the iteration process, 

more diverse mutation sequences are generated. This approach 

not only increases the complexity of mutations but also 

effectively avoids the periodic behavior that could result from 

using a single chaotic map, thereby further enhancing 

population diversity. Additionally, this paper randomly selects 

particles from the swarm that are non-dominated by, or even 

dominate, the current particle to act as perturbation particles. 

This can prevent a slowdown in the optimization process or 

even degeneration when particles escape from local optima. The 

introduction of perturbation factors injects new, positive 

elements into the variation of the particles' flight trajectories. 

The definition of chaotic mapping is 

𝑥chaotic,𝑡 = {
4 ⋅ 𝑠𝑖𝑛( 𝜋 ⋅ 𝑥chaotic,𝑡)，if   t  𝑚𝑜𝑑 2 ≠ 0

3.9𝑥chaotic,𝑡(1 − 𝑥chaotic,𝑡)，if   t  𝑚𝑜𝑑 2 = 0
(45) 

The leader in Region  III is defined as the local best (Lbest). 

In each iteration, the leader's current position is re-positioned 

using chaotic mapping:  

𝑥𝐿𝑏𝑒𝑠𝑡(𝑡 + 1) = 𝑥𝐿𝑏𝑒𝑠𝑡(𝑡) + 𝑥𝐿𝑏𝑒𝑠𝑡(𝑡) × 𝑥chaotic,𝑡  (46) 

where 𝑥𝐿𝑏𝑒𝑠𝑡   represents the current position of the leader in 

Region III. 

The velocity and position updates for other particles are as  

𝜈𝑖,𝑑(𝑡 + 1) = 𝜔𝜈𝑖,𝑑(𝑡) + 𝑐1𝑟1(𝑝𝑖,𝑑(𝑡) −

𝑧𝑖,𝑑(𝑡)) + 𝑐2𝑟2(𝑥𝐿𝑏𝑒𝑠𝑡(𝑡) − 𝑧𝑖,𝑑(𝑡)) +

𝑐3𝑟3(𝑝𝑗,𝑑(𝑡) − 𝑧𝑖,𝑑(𝑡))            (47) 

𝑧𝑖,𝑑(𝑡 + 1) = 𝑧𝑖,𝑑(𝑡) + 𝑣𝑖,𝑑(𝑡 + 1)        (48) 

where 𝑝𝑗,𝑑(𝑡) represents the position of the disturbance particle 

𝑗  in the 𝑑 -th dimension, randomly selected from the 𝑡 -th 

generation of the particle swarm. It is required that particle 𝑗 

either dominates the current particle 𝑖 or is non-dominated with 

respect to particle 𝑖. 

Algorithm 2: Layered optimization strategy 

Input： Region I, Region II, Region III. 

Output：The updated particles.  

for 𝑖 in Region I do  

Update the particles by Eq. (19) and Eq. (20); 

end for 

for 𝑖 in Region II do  

Select the three best particles 𝛼, 𝛽, 𝛿as leaders; 
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Calculate distance vectors 𝐷𝛼⃗⃗⃗⃗  ⃗, 𝐷𝛽⃗⃗ ⃗⃗  , 𝐷𝛿⃗⃗ ⃗⃗  ; 

Update the particles by Eq. (40) and Eq. (41); 

end for 

for 𝑖 in Region III do  

Apply chaotic mapping for mutation by Eq. (45); 

Update the Lbest particle by Eq. (46); 

Introduce disturbance from randomly selected particle 𝑗; 

Update the particles by Eq. (47) and Eq. (48); 

end for 

Return particles. 

4.2.3. Dynamic two-stage performance metric-based 

archive maintenance strategy 

In MOPSO, maintaining the external archive is crucial. When 

the external archive reaches its maximum capacity, it needs to 

be maintained [40]. The objective is to select solutions with 

good diversity and convergence to retain while removing the 

inferior non-dominated solutions. To this end, this paper 

proposes a dynamic two-stage performance metric-based 

archive maintenance strategy. In the first stage, comprehensive 

density estimation (CD) is used to evaluate the position of the 

solutions and their density distribution. In the second stage,  

a convergence assessment (CA) function is employed to 

measure the proximity of solutions to the optimal front. This 

two-stage maintenance strategy ensures that the solutions 

retained in the final archive exhibit both good convergence and 

sufficient diversity, thereby enhancing the algorithm's overall 

performance. The pseudocode for this strategy is presented in 

Algorithm 3. 

Algorithm 3: Archive maintenance 

Input：The updated population N, the archive A. 

Output：The updated archive A. 

while size(A)>N do 

Stage I: Calculate the CD of each nondominated solution by 

Eq. (49); 

              Sort the nondominated solution; 

              Remove the particle with high density; 

Stage II: Calculate the CA of each nondominated solution 

by Eq. (50); 

               Sort the nondominated solutions; 

               Remove the particle with poorly convergent 

solutions; 

end while 

Return A. 

In the first stage, the CD is used to evaluate the distribution 

of individuals. First, the nearest solution point to particle 𝑖  is 

identified as particle 𝑚, and the Euclidean distance 𝑑𝑖𝑠(𝑥𝑖 , 𝑥𝑚) 

between them is calculated. Then, the nearest solution point to 

particle 𝑚 is identified as particle 𝑛, and the Euclidean distance 

𝑑𝑖𝑠(𝑥𝑚 , 𝑥𝑛)  between them is calculated, ensuring that 𝑥𝑖 ≠

𝑥𝑚 ≠ 𝑥𝑛. Finally, the CD is defined as  

𝐶𝐷 = 𝑑𝑖𝑠(𝑥𝑖 , 𝑥𝑚) + 𝑑𝑖𝑠(𝑥𝑚 , 𝑥𝑛) − |𝑑𝑖𝑠(𝑥𝑖 , 𝑥𝑚) −

𝑑𝑖𝑠(𝑥𝑚 , 𝑥𝑛)|    (49) 

The smaller the distance value obtained using the evaluation 

method in Eq. (49), the more densely distributed the individuals 

are, indicating poorer diversity. Therefore, solutions with 

smaller CD values need to be removed to maintain the 

uniformity of the solution distribution in the archive. 

In the second stage, the CA is used to comprehensively 

evaluate the convergence degree of individuals within the 

solution space. A smaller CA value indicates that a solution is 

closer to the Pareto front, thus exhibiting better convergence. 

Therefore, in this stage, solutions with larger CA values are 

removed to ensure the population convergence. The definition 

of CA is as follows: 

 𝐶𝐴 = ∑ (
𝑓𝑗(𝑥𝑖)−𝑓𝑗

∗

𝑓𝑗
𝑚𝑎𝑥−𝑓𝑗

𝑚𝑖𝑛)
𝑀
𝑗=1

2

   (50) 

where 𝑓𝑗(𝑥𝑖) represents the fitness value of particle 𝑖 on the 𝑗 -

th objective, 𝑓𝑗
∗  is the optimal value for the 𝑗  -th objective, 

𝑓𝑗
𝑚𝑖𝑛and 𝑓𝑗

𝑚𝑎𝑥 are the minimum and maximum fitness values or 

the 𝑗 -th objective in the current population, respectively. 

5. Numerical simulation 

To demonstrate the feasibility and practicality of the trajectory 

planning method and to obtain the optimal motion trajectory, the 

proposed EIGMOPSO is compared with several state-of-the-art 

algorithms.  The EIGMOPSO algorithm is implemented in 

MATLAB to solve the multi-objective trajectory optimization 

model. 

5.1. Performance metrics 

To evaluate the convergence and uniformity of the approximate 

Pareto front obtained by the algorithm, the Inverted 
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Generational Distance (IGD) [41] and Spacing (SP) [42] 

metrics are employed. 

(1) IGD is a metric that measures the distance between the 

approximate Pareto front generated by the algorithm and the 

true Pareto front. IGD is calculated by 

𝐼𝐺𝐷(𝑃∗, 𝑄) =
∑ 𝑑(𝑣,𝑄)𝑣∈𝑃∗

|𝑃∗|
  (51) 

where 𝑃∗ is the set of points uniformly distributed on the true 

Pareto front, |𝑃∗| is the length of set 𝑃∗, 𝑄 is the approximate 

Pareto front, and 𝑑(𝑣, 𝑄) is the minimum Euclidean distance of 

an individual 𝑣in 𝑃∗ to the set 𝑄.  

(2) SP measures the standard deviation of the minimum 

distance of each solution to the others, serving as an important 

indicator of the variability among neighboring solutions within 

a given range. SP is calculated by 

 𝑆𝑃 = √
1

|𝑃|
∑ (�̄� − 𝑑𝑖)

2|𝑃|
𝑖=1    (52) 

where 𝑑𝑖 represents the minimum Euclidean distance between 

an individual 𝑖  on the approximate front and its neighboring 

individuals, and �̄� is the average of these distances.  

5.2. Test problems and comparative algorithms 

To evaluate the effectiveness of the proposed EIGMOPSO, 

performance tests are conducted using the bi-objective ZDT1–

4 and ZDT6 series of multi-objective test functions [43], as well 

as the tri-objective DTLZ1–7 [44]. The decision vectors for both 

ZDT and DTLZ are 30-dimensional. Five representative multi-

objective optimization algorithms are selected as comparison 

algorithms: dMOPSO (decomposition-based MOPSO) [45], 

CMOPSO (Competitive Mechanism-Based MOPSO) [46], 

MODE-RMO (multi-objective differential evolution with 

ranking-based mutation operator) [47], SPEA2 [48], and 

NSGA-II [49]. The parameter settings for all comparison 

algorithms are kept consistent with those in the original 

references. The population size is set to 100 for all algorithms, 

and the global external archive has a maximum capacity of 100. 

The maximum number of evaluations for all test functions is set 

to 50,000, and the maximum iterations is set to 500 for all 

algorithms. 

To minimize the influence of randomness in the 

performance analysis, each algorithm is independently run 30 

times on all test functions. The experimental environment 

consists of an AMD Ryzen 7 5800X 8-core processor with 

16GB of memory, running on the Windows 11 operating system, 

with MATLAB 2020a as the software environment. 

This study evaluates six algorithms on 12 test problems, 

recording the mean (Mean) and standard deviation (Standard 

Deviation, Std) of their IGD and SP metrics. Tables 1 and 2 

provide detailed statistical results of these metrics, offering  

a quantitative basis for comparison. In the tables, the symbols 

“+”, “=”, and “-” indicate that EIGMOPSO is significantly 

better than, equal to, or worse than the corresponding algorithm 

in the respective column based on a two-tailed t-test at a 5% 

significance level for the test problem in the corresponding row. 

Additionally, the minimum values for each test problem among 

all algorithms are highlighted in bold.

Table 1. Performance IGD comparison of different algorithms on 12 test problem. 

Problem IGD EIGMOPSO dMOPSO CMOPSO MODE-RMO SPEA2 NSGA-II 

ZDT1 
Mean 1.45E-3 2.72E-3 3.05E-3 3.81E-3 4.52E-3 2.88E-3 

Std 3.45E-4 5.47E-3 1.08E-3 7.02E-4 1.85E-3 4.12E-3 

ZDT2 
Mean 1.25E-3 2.55E-3 2.93E-3 3.54E-1 4.18E-2 4.62E-2 

Std 3.20E-5 4.75E-4 5.52E-5 6.45E-1 7.04E-2 2.55E-3 

ZDT3 
Mean 2.83E-3 1.78E-3 2.95E-3 3.25E-2 4.68E-3 4.05E-2 

Std 3.85E-4 3.65E-4 4.24E-4 5.95E-3 7.32E-4 3.75E-4 

ZDT4 
Mean 2.12E-3 3.14E-2 3.52E-2 4.25E-3 4.85E+0 3.22E-1 

Std 4.25E-4 5.72E-2 2.60E-3 7.12E-4 6.75E-2 2.08E-1 

ZDT6 
Mean 1.73E-3 2.84E-3 3.34E-2 2.74E-1 1.87E-3 3.72E+0 

Std 3.65E-5 6.05E-4 5.85E-3 3.65E-2 8.12E-4 4.62E-1 
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Problem IGD EIGMOPSO dMOPSO CMOPSO MODE-RMO SPEA2 NSGA-II 

DTLZ1 
Mean 6.52E-3 8.82E-1 9.53E-3 1.09E-2 1.16E-1 1.24E-2 

Std 1.05E-3 1.23E-1 1.32E-3 1.42E-3 1.54E-2 1.62E-2 

DTLZ2 
Mean 4.25E-3 5.11E-2 1.23E-3 6.25E-3 1.95E-1 7.39E-2 

Std 6.06E-5 7.92E-3 4.12E-5 8.03E-4 5.17E-2 9.04E-3 

DTLZ3 
Mean 2.05E-3 8.85E-3 9.55E-3 3.15E-3 7.26E-2 2.32E-1 

Std 9.24E-5 1.14E-3 1.22E-4 6.79E-4 1.05E-2 5.67E-2 

DTLZ4 
Mean 3.85E-3 4.90E-3 5.25E-3 5.85E-3 6.45E-2 7.92E-3 

Std 5.62E-4 6.51E-4 7.06E-3 7.57E-3 3.02E-3 2.45E-3 

DTLZ5 
Mean 3.48E-3 4.65E-3 5.07E-3 5.65E-3 6.25E-1 4.32E-2 

Std 5.05E-4 6.23E-4 5.75E-4 7.29E-4 4.76E-3 5.66E-3 

DTLZ6 
Mean 4.12E-3 5.24E-3 2.25E-3 6.45E-2 7.06E-1 7.67E-1 

Std 6.49E-5 7.38E-4 5.11E-5 8.39E-3 4.85E-2 9.31E-2 

DTLZ7 
Mean 4.52E-3 3.15E-2 5.05E-3 5.62E-3 6.21E-2 2.81E-2 

Std 6.23E-4 5.12E-3 7.12E-4 7.56E-4 3.09E-2 4.15E-3 

+/=/- —— 10/1/1 9/1/2 11/1/0 11/1/0 10/2/0 

As seen in Table 1, EIGMOPSO achieves the optimal IGD 

value in 10 out of the 12 test problems, while CMOPSO 

achieves the optimal IGD value in 2 test problems, and 

dMOPSO achieves the optimal IGD value in 1 test problem. 

Although EIGMOPSO does not achieve the optimal IGD value 

on the ZDT3, DTLZ2, and DTLZ6 problems, the IGD value 

obtained by EIGMOPSO on these test functions are in the same 

order of magnitude as those obtained by the algorithms that 

achieve the optimal IGD value on the same test problems. This 

indicates that on these three test problems, the results obtained 

by EIGMOPSO are close to the optimal values. The IGD means 

and variances presented in Table 1 demonstrate that the 

EIGMOPSO exhibits the best IGD performance across the 12 

test problems.  

Additionally, from the t-test results in Table 1, it is evident 

that the net win scores of EIGMOPSO compared to the other 

five algorithms are all positive. Specifically, the net win score 

of EIGMOPSO compared to MODE-RMO and SPEA2 is 11, 

compared to NSGA-II is 10, and compared to dMOPSO is 9, 

while the net win score compared to CMOPSO is 7. The t-test 

results indicate that IGD performance metrics achieved by the 

EIGMOPSO algorithm are significantly better than those of the 

other five comparison algorithms across all test problems. 

 

Table 2. Performance SP comparison of different algorithms on 12 test problems. 

Problem SP EIGMOPSO dMOPSO CMOPSO MODE-RMO SPEA2 NSGA-II 

ZDT1 
Mean 3.36E-3 3.28E-2 2.75E-3 4.32E-3 4.93E-2 1.21E-2 

Std 3.58E-4 4.25E-3 3.16E-4 5.35E-4 5.87E-3 5.32E-3 

ZDT2 
Mean 3.14E-3 3.12E-3 3.42E-3 4.12E-3 4.62E-3 2.31E-2 

Std 5.49E-5 2.27E-5 4.55E-4 5.17E-4 5.75E-3 4.65E-3 

ZDT3 
Mean 2.85E-3 6.52E-3 4.18E-2 4.78E-2 5.25E-1 3.12E-2 

Std 3.68E-4 4.22E-4 5.84E-3 2.30E-2 6.22E-2 7.29E-4 

ZDT4 Mean 3.72E-3 4.08E-3 3.98E-3 5.12E-3 3.65E+0 2.35E-1 
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Std 3.94E-4 2.85E-3 5.35E-4 7.94E-4 6.48E-2 5.61E-2 

ZDT6 Mean 2.75E-3 3.75E-3 1.45E-2 4.65E-3 2.92E-3 1.35E+0 

 Std 3.07E-5 4.85E-4 5.23E-4 1.88E-3 5.78E-4 4.84E-1 

DTLZ1 
Mean 6.85E-2 2.34E-1 7.05E-2 2.65E-1 8.16E-2 2.75E-1 

Std 4.10E-4 5.48E-4 1.12E-3 1.72E-2 1.22E-2 6.54E-3 

DTLZ2 
Mean 4.73E-2 3.22E-2 1.85E-1 6.14E-2 5.95E-1 9.83E-2 

Std 5.69E-3 4.67E-3 7.93E-2 8.49E-3 3.15E-2 2.02E-2 

DTLZ3 
Mean 4.83E-2 6.06E-2 8.38E-2 4.14E-1 6.78E-2 7.66E-1 

Std 7.62E-3 3.29E-2 4.56E-2 9.62E-3 4.36E-2 8.41E-2 

DTLZ4 
Mean 3.17E-2 5.30E-1 4.38E-2 1.07E-1 4.79E-1 5.97E-1 

Std 6.26E-4 2.74E-2 5.51E-3 3.35E-2 8.09E-3 6.79E-2 

DTLZ5 
Mean 2.29E-2 7.52E-2 8.49E-2 4.63E-2 3.38E-2 1.92E-1 

Std 4.62E-4 6.83E-4 5.85E-3 1.06E-2 5.52E-3 6.42E-3 

DTLZ6 
Mean 3.84E-2 8.93E-2 4.38E-2 1.69E-1 4.21E-1 4.03E-3 

Std 2.06E-3 2.91E-2 6.54E-3 4.30E-3 8.83E-2 1.35E-3 

DTLZ7 
Mean 2.27E-2 3.63E-2 6.98E-2 4.52E-2 7.75E-2 6.81E-2 

Std 5.74E-4 7.10E-3 8.80E-2 7.32E-3 5.08E-2 3.17E-2 

+/=/- —— 10/0/2 10/1/1 12/0/0 10/2/0 11/0/1 

From Table 2, it is observed that the proposed EIGMOPSO 

achieves the optimal SP value in 8 out of the 12 test problems. 

In the ZDT1, ZDT2, DTLZ2, and DTLZ6 test problems, the SP 

metric of the proposed algorithm is slightly inferior to the 

algorithm that obtained the optimal value but is superior to the 

others. For the remaining test problems, the proposed algorithm 

achieves the optimal SP value. Further analysis of the t-test 

results in Table 2 reveals that the net win scores of EIGMOPSO 

compared to the other five algorithms are all positive. 

Specifically, the net win score is 12 compared to MODE-RMO, 

10 compared to both SPEA2 and NSGA-II, 9 compared to 

CMOPSO, and 8 compared to dMOPSO. This indicates that the 

EIGMOPSO significantly outperforms the other five 

comparison algorithms in SP performance across all test 

problems. 

5.3. Multi-objective trajectory optimization experiment 

verification 

To verify the effectiveness of the proposed multi-objective 

trajectory optimization method, the joint space trajectory is 

planned for an example involving 8 path points, based on the 

teaching path points of a handling robot in its actual workspace. 

The joint position sequences for each path point are obtained 

through inverse kinematics, as shown in Table 3. To ensure the 

accuracy of trajectory planning, the constraints on the velocity, 

acceleration, and jerk of each joint of the handling robot are set 

as 𝑣𝑐 = 30/𝑠、𝑎𝑐 = 20/𝑠2、𝑗𝑐 = 40/𝑠
3, respectively, and the 

constraint amplification factors are all set to 1.8 based on the 

results of multiple experiments to ensure the feasibility of the 

trajectory optimization. 

Table 3. Joint position sequences for each path point. 

Path 

point 
Joint1/(∘) 

Joint 2/

(∘) 

Joint 3/

(∘) 

Joint 4/

(∘) 

Joint 5/

(∘) 

Joint 6/

(∘) 

𝑃0 43.35 7.37 130.55 0 39.05 -46.65 

𝑃1 43.33 -18.00 152.09 0 45.89 48.02 

𝑃2 50.04 -41.85 170.66 0 51.20 -32.35 

𝑃3 62.62 -53.76 179.41 0 54.01 -5.01 

𝑃4 78.01 -57.32 182.70 0 54.62 33.02 

𝑃5 94.40 -52.74 178.45 0 53.38 75.93 

𝑃6 104.13 -42.42 173.54 0 50.32 74.76 

𝑃7 111.91 6.79 132.77 0 40.42 112.16 
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Based on the given joint path, the time intervals of the path 

points are used as decision variables for the optimization 

problem. The number of iterations is set to 100, and the 

population size is set to 200. For the multi-objective 

optimization problem of time-energy-impact, EIGMOPSO is 

employed for optimization. 

 

Fig. 1. Optimal Pareto front Optimal Pareto front. 

The generated Pareto front, shown in Fig. 1, presents a three-

dimensional plot where the axes represent time, energy, and 

impact, respectively, clearly illustrating the trade-offs among 

different optimization objectives. The results indicate  

a significant positive correlation between the energy 

consumption index and the impact index, while a significant 

negative correlation exists between these indices and the time 

performance metric. 

The Pareto front is a set of non-dominated solutions. To 

select different optimal solutions from this set according to 

different working conditions, the dimensional expressions of 

each objective are converted into dimensionless expressions. 

The normalized weight function is defined as  

 𝑓 =
𝛽1𝑓1

𝑁1
+

𝛽2𝑓2

𝑁2
+

𝛽3𝑓3

𝑁3
   (53) 

where 𝛽1, 𝛽2, 𝛽3are the objective coefficients, and satisfy 𝛽1 +

𝛽2 + 𝛽3 = 1 ; 𝑁1, 𝑁2, 𝑁3  are used to normalize the objective 

functions to the same range. 

By adjusting the values of parameters 𝛽1, 𝛽2, 𝛽3 , diverse 

optimization objectives can be achieved. Specifically, setting 

𝛽1 = 1, 𝛽2 = 0, 𝛽3 = 0 enables time optimization; setting 𝛽1 =

0, 𝛽2 = 1, 𝛽3 = 0  achieves energy optimization; and setting 

𝛽1 = 0, 𝛽2 = 0, 𝛽3 = 1  leads to impact optimization. Within 

this framework, a larger value of 𝛽𝑥(𝑥 = 1,2,3)  indicates  

a higher degree of optimization in the corresponding dimension. 

From a practical application perspective, the key is to identify 

and adopt the model that best suits the current requirements. In 

the absence of specific requirements, a comprehensive optimal 

setting of 𝛽1 = 1/3, 𝛽2 = 1/3, 𝛽3 = 1/3 is used to simplify the 

parameter adjustment process and achieve balanced 

optimization.

  
(a) angle (b) velocity 
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(c) acceleration (d) jerk 

Fig. 2. Comprehensive optimization of each joint using the proposed multi-objective algorithm. 

  
(a) angle (b) velocity 

  
(c) acceleration (d) jerk 

Fig. 3. Time optimization of each joint using the proposed multi-objective algorithm. 
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(a) angle (b) velocity 

  
(c) acceleration (d) jerk 

Fig. 4. Energy optimization of each joint using the proposed multi-objective algorithm. 

  

(a) angle (b) velocity 

  

(c) acceleration (d) jerk 

Fig. 5. Impact optimization of each joint using the proposed multi-objective algorithm. 
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(a) angle (b) velocity 

  
(c) acceleration (d) jerk 

Fig. 6. Comprehensive optimization of each joint using the MODE-RMO.

Fig. 2 shows the iterative curve of the proposed EIGMOPSO 

under comprehensive optimal conditions, with a run time of 

22.85 s and an impact range of [−15.74,15.24], demonstrating  

a balance among time, energy, and impact. Under this 

optimization strategy, the changes in angle, velocity, 

acceleration, and jerk of each joint of handling robots are 

relatively balanced without significant abrupt changes. The 

comprehensively optimized trajectory design is more robust and 

suitable for handling tasks that require trade-offs between 

different performance metrics, allowing it to better adapt to 

various constraints in complex environments during actual 

operation. 

Fig. 3-5 present the results of joint angle, velocity, 

acceleration, and jerk optimization under time, energy, and 

impact optimization using the proposed EIGMOPSO. Under the 

time-optimal trajectory condition, the curves exhibit a distinct 

time-priority characteristic, with a runtime of only 15.96 s, 

significantly improving operational efficiency. However, this 

also leads to increased peak values of acceleration and jerk, with 

an impact range of [−49.35,48.26], which may reduce the 

machine's lifespan and increase mechanical wear and energy 

consumption. This optimization strategy is suitable for time-

sensitive handling tasks but may compromise energy efficiency 

and mechanical durability.  

The energy optimization results show that the changes in 

angle, velocity, and acceleration of each joint are slower and 

more stable, indicating minimized energy consumption. 

However, this optimization strategy typically increases the task 

completion time, extending the runtime to 48.58 s, which may 

not meet the requirements of time-sensitive tasks. Therefore, 

energy optimization is suitable for handling tasks in 

applications that require long durations or are energy-

constrained. 

Under the impact-optimal trajectory condition, fluctuations 

in the jerk curve are significantly reduced, with an impact range 

of only [−2.02,2.10], greatly minimizing the impact on the 

mechanical structure and helping to extend equipment life. 

However, this also increases the motion time to 86.21 s. Hence, 
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this optimization strategy is suitable for handling tasks that 

require long life and high reliability, especially in high-load or 

frequently used scenarios. 

In summary, different optimization strategies provide 

specific advantages and trade-offs for particular application 

needs. Selecting an appropriate optimization strategy based on 

specific task requirements can effectively enhance the overall 

performance and lifespan of the handling robot, ensuring better 

alignment with industrial reliability and maintenance goals. 

 

Fig. 7. Iteration curves with the MODE-RMO and the 

proposed multi-objective algorithm at the comprehensive 

optimal condition. 

To further validate the superiority of the proposed 

EIGMOPSO in multi-objective trajectory planning for robots, 

the MODE-RMO, which demonstrates strong performance 

under IGD and SP metrics, is selected for comparison. Fig. 2 

and Fig. 6 present the trajectories of six joints generated by the 

proposed multi-objective algorithm and MODE-RMO under 

comprehensive optimization conditions, respectively. The 

results indicate that the proposed algorithm outperforms 

MODE-RMO, with the required execution time reduced from 

25.73 s to 22.85 s, indicating partial optimization in terms of 

time. Execution efficiency is improved by 11.21%, and more 

stable motion control is achieved in angular optimization. For 

velocity optimization, the velocity curve exhibits smoother 

transitions at the start and end phases, effectively reducing 

impact risks. In acceleration optimization, the proposed method 

significantly decreases the fluctuation range of acceleration 

curves, minimizing mechanical stress caused by sudden 

changes. Additionally, the proposed algorithm reduces joint 

impact, enhancing operational stability. These advantages 

collectively enable the robot to operate more smoothly and 

precisely, while also reducing energy consumption and 

mechanical wear, thus achieving a better balance among 

multiple objectives. Experimental results demonstrate that the 

proposed multi-objective trajectory planning algorithm is 

feasible and excels in trajectory performance, meeting the 

requirements of practical handling tasks. 

Fig. 7 illustrates the iteration curves of MODE-RMO and 

EIGMOPSO under comprehensive optimization conditions. 

Compared with MODE-RMO, the proposed algorithm achieves 

a significantly faster convergence speed. Specifically, while 

MODE-RMO converges after 82 iterations, EIGMOPSO only 

requires 48 iterations to reach convergence. Furthermore, the 

final objective value obtained by EIGMOPSO is 5.286, which 

is superior to the 7.759 achieved by MODE-RMO. This 

represents a 31.87% improvement in system efficiency. These 

results highlight that EIGMOPSO effectively leverages 

population information, optimizes regional partitioning, and 

dynamically adjusts search strategies to rapidly identify optimal 

solutions in complex solution spaces. Consequently, under the 

same computational resources and time constraints, it delivers 

high-quality trajectory planning schemes that better satisfy 

practical handling requirements. 

6. Conclusions 

This paper addresses the complex multi-objective trajectory 

optimization problem in handling robot trajectory planning by 

proposing a MOPSO guided by evolutionary information 

(EIGMOPSO). The algorithm comprehensively evaluates the 

population's evolutionary state and divides it into different 

regions. Differentiated search strategies are designed for 

particles in different regions, overcoming the shortcomings of 

traditional MOPSO. Additionally, this paper proposes  

a dynamic two-stage performance metric-based archive 

maintenance strategy, effectively improving the solution quality. 

Experimental validation demonstrates that EIGMOPSO 

significantly outperforms five existing representative multi-

objective optimization algorithms (dMOPSO, CMOPSO, 

MODE-RMO, SPEA2, NSGA-II) across multiple standard test 

functions. Notably, in terms of IGD and SP metrics, 

EIGMOPSO achieves optimal values in most test problems, 

highlighting the algorithm's strong performance and stability. 
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In the multi-objective trajectory optimization experiments, 

this study validates the proposed approach by applying it to the 

teaching path points within the actual workspace of a handling 

robot. Without integrating any specific performance metrics,  

a normalized multi-objective function is established, and the 

EIGMOPSO is employed to achieve comprehensive multi-

objective optimization. This approach simultaneously considers 

constraints on joint velocity, acceleration, and jerk. The results 

demonstrate that the proposed multi-objective trajectory 

optimization approach effectively balances time, energy, and 

impact. By adjusting the weights or priorities of the 

optimization objectives, the method demonstrates flexibility in 

adapting to diverse optimization requirements and application 

scenarios.  It offers effective solutions for enhancing the 

reliability, efficiency, and maintainability of handling robots, 

while also providing new insights and approaches for trajectory 

optimization in industrial applications. 

In future research, we intend to further integrate advanced 

intelligent control technologies to address multi-objective 

optimization problems in dynamic environments, achieving 

intelligent trajectory planning that includes real-time 

environmental perception, dynamic path adjustment, and 

adaptive optimization. In dynamic environments, handling 

robots may encounter challenges such as moving obstacles and 

complex terrains, making multi-objective trajectory planning 

under these conditions a critical research topic. Through these 

studies, we aim to develop robust solutions to meet the demands 

of increasingly complex and diverse industrial applications, 

further contributing to the reliability and operational efficiency 

of robotic systems.
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