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Highlights  Abstract  

▪ Prediction cyber-attacks  in air transport. 

▪ Application of artificial intelligence tools in air 

transport. 

▪ Determining the probability of cyber-attacks. 

▪ Safety and reliability in air transport. 

 

 This article addresses the topic of cyber-attacks in air transport, which is 

crucial for ensuring the safety and reliability of airports and air transport 

operations. The aim of the article was to present a new method for 

predicting cyber-attacks in air transport based on neural networks. The 

task of the neural network was to determine the multiple regression 

function based on which the probability of a cyberattack occurring at a 

specified hour and on a specific day of the week is predicted. The 

probability, depending on the time of the cyberattack occurrence, was 

determined using theoretical distributions. The method was verified with 

real data. Verification of the method confirmed its high effectiveness, 

determined at the level of 92%. The study examined the effectiveness of 

using the classical multiple regression method in predicting cyber-

attacks in air transport. The classical multiple regression model covered 

only 0.14 of the input data, while the regression model generated by the 

neural network covered 0.99, indicating the high efficiency of the 

developed neural network. 
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1. Introduction 

The research conducted in this article focuses on prediction 

cyber-attacks  in air transport. This topic is crucial for ensuring 

the safety and reliability of airport operations and air transport 

[14]. 

In recent years, the development of information 

technologies and their integration into air transport systems 

have significantly increased the risk of cyber-attacks . Given the 

high criticality of aviation systems, it is necessary to develop 

effective methods for prediction cyber threats. One segment of 

the aviation industry that is frequently attacked is the 

information infrastructure [34], making it essential to predict 

such incidents and implement appropriate safeguards in IT 

systems. 

The number of cyber-attacks  is increasing worldwide, with 

a noticeable rise across various industries. In 2024, there was  

a significant increase, with some sectors experiencing a 221% 

growth compared to 2022 [35]. At the same time, the aviation 

sector is rapidly developing and will continue to do so. Recent 

estimates indicate that over the next 20 years, the demand for 

air transport will grow at an average annual rate of 4.3%. 
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According to ICAO (International Civil Aviation Organization), 

it is expected that by mid-2030, there will be no less than 

200,000 flights taking off and landing daily worldwide [11]. 

Furthermore, one of the biggest trends in aviation is the 

digitization of all possible processes, from booking to aircraft 

maintenance [2], and the complete digitization of aviation 

ecosystems such as Airport 3.0: Smart Airports [1]. 

All of this makes air transport increasingly vulnerable to 

cyber-attacks. A review conducted in the study [34] covers 22 

cyber-attacks  on aviation from 2001 to 2021. Additionally, in 

2023-2024, four out of six significant cyber incidents related to 

airports were reported [7]. The aviation industry is highly risky 

and becomes a target for hackers because it is perceived as an 

easy target [29]. Further studies show that most airports have 

limited resources dedicated to cyber protection and resilience 

[28]. This situation underscores the urgent need to enhance 

cyber resilience and protection measures in the aviation sector. 

The trends and challenges in aviation system security mainly 

involve considerations of cybersecurity [36, 10]. Most research 

related to aviation cybersecurity focuses on specific types of 

threats or the cybersecurity process [21, 20]. However, there are 

several different approaches to the topic of cybersecurity in 

aviation. In the study [23], the authors focused on IoT in 

aviation and conducted an assessment of various security 

measures for smart airports, emphasizing the importance of new 

AI-based cyber defense techniques. Only a few studies address 

mathematical prediction models and primarily rely on specific 

prediction scenarios [22]. In the study [32], the authors used 

simulation models to study the behavior of air traffic networks 

in the face of environmental and cyber threats. Few studies 

focus on risk management, for example, the authors in the study 

[33] created a mathematical model of the cyber risk 

management process in an enterprise based on Fourier series. 

Risk management in critical infrastructure (including airports) 

concerning cyber threats using a game theory-based model is 

described in studies [6, 27, 13]. 

The main objective of the undertaken research was to 

develop a method for prediction cyber-attacks  in air transport. 

The first stage of the method is to determine the probability of 

a cyberattack occurring at a specific hour of the day. In the 

second stage, a multiple regression function is determined, 

taking into account not only the hour of the attack but also the 

day of the week and the week of the month when the attack 

occurs. The value of the regression function is the probability of 

a cyberattack. The parameters of the regression function were 

determined based on a neural network. The developed method 

was verified with real data, confirming its effectiveness. 

The work is divided into five chapters. The first chapter 

describes the research problem and the objective of the 

conducted research. The second chapter identifies the research 

gap and the rationale for the topic. The method for prediction 

cyber-attacks  in air transport is presented in the third chapter. 

The verification of the developed method with real data is 

described in the fourth chapter. The summary of the research is 

presented in the fifth chapter. 

2. Predicting Cyber-attacks  in Air Transport -  

a literature review 

In this literature review, the key achievements in the field of 

cyber threat prediction in air transport are presented, with an 

emphasis on methods for predicting these events. 

The authors in work [12] presented a comprehensive 

analysis of cyber threats in the aviation industry. The article 

discusses specific threats to aviation systems and proposes 

methods for predicting attacks based on historical data and 

trends analysis. The authors in publication [18] present 

advanced methods for prediction cyber-attacks using machine 

learning techniques. The study introduces a predictive model 

that analyzes various patterns that may indicate future cyber-

attacks . This model is highly effective in detecting potential 

threats. Detection of cyber threats in the airspace by the ADS-B 

(Automatic Dependent Surveillance-Broadcast) system is 

presented in work [31]. The described system enables the 

identification of potential security vulnerabilities and the 

development of strategies to address them. 

Publication [38] discusses the application of machine 

learning algorithms to forecast cyber-attacks . The research 

indicates the effectiveness of methods such as decision trees and 

neural networks in identifying patterns related to cyber-attacks. 

The article emphasizes the importance of continuous 

monitoring and data analysis for the rapid detection and 

response to threats. The use of deep learning techniques for 

detecting cyber-attacks  in aviation systems is presented in 

publication [3]. The authors introduced an anomaly detection 
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model based on neural networks, which is capable of effectively 

identifying unusual behaviors indicating potential cyber-

attacks . This work contributes to improving the security of 

aviation systems through early threat detection. The application 

of deep machine learning for prediction cyber-attacks  in the 

aviation sector is presented in publications [37, 5, 9]. The use of 

hybrid machine learning models for predicting cyber threats is 

discussed in publication [30]. The authors explained how 

combining different algorithms can increase the effectiveness of 

predicting cyber-attacks.  

The authors in work [4] studied the application of Bayesian 

networks for predicting cyber-attacks. They presented  

a probabilistic model that assesses the risk of cyber-attacks 

based on various operational factors and historical threat data. 

The application of time series analysis for predicting cyber-

attacks is presented in publication [8]. The authors proposed  

a multidimensional cyber-attack detection model called the 

Contextual Auto-Encoder (CAE). Verification confirmed the 

high effectiveness of the developed model. Work [24] proposed 

the use of data mining techniques to forecast cyber threats. It 

discussed how techniques such as clustering and classification 

can be used to analyze operational data and detect threat 

patterns. 

The authors in work [26] present the application of genetic 

algorithms for predicting cyber threats. The study defined ways 

of mathematically modeling cybersecurity management in the 

aviation industry. The application of fuzzy logic for predicting 

cyber-attacks is presented in work [19]. The authors discussed 

how fuzzy models can be used to assess risk and forecast cyber 

threats in aviation systems. 

In summary, prediction cyber-attacks in air transport is  

a dynamically developing field, where advanced data analysis 

and machine learning methods are crucial. Various types of 

artificial intelligence algorithms are recommended in this area. 

It should be noted that the authors of the study did not find 

research focusing on predicting the timing of potential cyber-

attacks in the aviation sector. This could be crucial for decision-

makers in supporting the protection system at the moment of 

greatest attack threat. The literature review indicated that 

prediction cyber threats is presented in a general way, without 

precisely specifying the timing of the event. The occurrence of 

a cyber-attack is a random event, so it is advisable to determine 

the probability of these events occurring, which is often 

overlooked in publications. This publication fills these research 

gaps in the field of cyberattack prediction in the aviation sector. 

3. The method of forecasting cyber-attacks in air 

transport 

The developed method for forecasting cyber-attacks in air 

transport determines the probability of an undesirable event 

occurring, such as cyber-attacks on IT systems used in air 

transport. The likelihood of a cyber-attack is defined for a given 

hour, a specific day of the week on which attacks occur, and 

each week of the month. The method is based on determining  

a multiple regression function, where the explanatory variables 

are the hour of the attack, the day of the week, and the week of 

the month. In contrast, the explained variable is the probability 

of the attack. The cyberattack forecasting method uses a neural 

network to develop a regression model determining the 

probability of a cyberattack occurring. The method can be 

presented in the following steps, Fig.1: 

- Step 1. Entering input data, i.e., the moment of the cyber-

attack on each day of the week and specifying the week in 

which the event occurred. 

- Step 2. Determining the theoretical probability of  

a cyber-attack for individual days of the week. The random 

variable of the distribution is the moment of occurrence of 

a cyber-attack on a given day. The theoretical probabilities 

of the distributions will be determined by matching the 

theoretical distributions to emFpirical measurements [15, 

16].   

- Step 3. Using a neural network to determine a multiple 

regression model taking into account the input variables: 

x1 - a moment of the cyber-attack on a given day, e.g., 8:00, 

x2 - day of the week, e.g., Tuesday, x3 - number of the 

week in the month in which the attack occurred, e.g., the 

first week. The output variable Y is the probability of  

a cyber-attack. 

- Step 4. Verification of the developed method. The method 

was verified by comparing its results with those of the 

classic multiple regression model. 



Eksploatacja i Niezawodność – Maintenance and Reliability Vol. 26, No. 4, 2024 

 

 

Fig. 1. The method of forecasting cyber-attacks in air transport.

The general interpretation of the neural network in the 

problem of forecasting cyber-attacks in rail transport, taking 

into account the input and output variables, is shown in Fig. 2. 

The detailed neural network with the type of activation function 

for individual neurons and the number of neurons in the hidden 

layer of the algorithm will be known after the network training 

process. 

 

Fig. 2. Input and output variables of the neural network. 

In turn, the process of matching theoretical distributions to 

empirical measurements is carried out based on verifying the 

null hypothesis regarding the adopted distribution [17, 25]. 

4. Verification of the method 

4.1. Fitting theoretical distributions to measured data  

Table 1 shows the moments of cyber-attacks  in air transport 

occurring in air traffic management IT systems at specific hours 

of the day for each day of the week in the first week of the 

selected month. Data were collected for four weeks of attack 

observations. The frequency and timing of attacks in the second, 

third, and fourth weeks were the same, so they are not presented 

in Table 1 [H – hour, A – attack, e.g., the record 1/0 is interpreted 

as no attack at 1:00 - 1:59, while the record 4/7 means seven 

attacks at 4:00 - 4:59].

Table 1. Weekly cyber-attack moments. 

Week Day H/A H/A H/A H/A H/A H/A H/A H/A H/A H/A H/A H/A 

1 

1 

1 

1 

1/0 

13/0 

2/1 

14/0 

3/3 

15/0 

4/3 

16/0 

5/4 

17/0 

6/4 

18/0 

7/5 

19/0 

8/4 

20/0 

9/4 

21/0 

10/3 

22/0 

11/2 

23/0 

12/0 

24/0 

1 

1 

2 

2 

1/0 

13/1 

2/0 

14/2 

3/1 

15/0 

4/1 

16/1 

5/1 

17/0 

6/1 

18/0 

7/1 

19/0 

8/1 

20/0 

9/3 

21/0 

10/0 

22/0 

11/2 

23/0 

12/1 

24/0 

1 

1 

3 

3 

1/0 

13/1 

2/0 

14/2 

3/0 

15/2 

4/0 

16/3 

5/0 

17/3 

6/0 

18/2 

7/0 

19/2 

8/0 

20/1 

9/0 

21/1 

10/0 

22/0 

11/1 

23/0 

12/1 

24/0 

1 

1 

4 

4 

1/1 

13/1 

2/1 

14/1 

3/1 

15/2 

4/1 

16/3 

5/2 

17/3 

6/4 

18/2 

7/4 

19/2 

8/2 

20/1 

9/2 

21/1 

10/1 

22/0 

11/1 

23/0 

12/1 

24/0 

1 

1 

5 

5 

1/0 

13/2 

2/0 

14/2 

3/0 

15/3 

4/0 

16/3 

5/0 

17/2 

6/0 

18/2 

7/0 

19/1 

8/1 

20/1 

9/1 

21/1 

10/1 

22/1 

11/1 

23/0 

12/2 

24/0 

1 

1 

6 

6 

1/0 

13/1 

2/0 

14/1 

3/0 

15/2 

4/0 

16/3 

5/0 

17/3 

6/0 

18/2 

7/0 

19/1 

8/0 

20/1 

9/0 

21/1 

10/0 

22/1 

11/1 

23/0 

12/2 

24/0 

1 

1 

7 

7 

1/0 

13/2 

2/0 

14/1 

3/0 

15/1 

4/1 

16/1 

5/1 

17/1 

6/1 

18/1 

7/1 

19/0 

8/1 

20/0 

9/1 

21/0 

10/2 

22/0 

11/3 

23/0 

12/2 

24/0 
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The shape of the histograms determining the frequency of 

cyber-attacks is similar to normal distributions, so the Ch-

square and Kolmogorov-Smirnov tests were used to determine 

the type of distribution. The null hypothesis about the assumed 

type of distribution is rejected when the calculated value of the 

statistics belongs to the critical area specified by the adopted 

significance level α = 0.05 (when p < α, p - probability 

determined in the tests). The values of the Chi-square and 

Kolmogorov-Smirnov goodness-of-fit tests and the parameters 

of the tested distributions are presented in Table 2. The fits of 

the theoretical distributions of the random variable of cyber-

attacks  in the first week of the month are shown in Fig. 3. The 

values of the probability of a cyberattack occurring in individual 

hours of the day in the first week of the month are presented in 

Table 3 [H – hour, P – the probability].

  

(a) (b) 

  

(c) (d) 

  
(e) (f) 
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(g) 

Fig. 3. Theoretical distributions of cyber-attacks  a) day 1, b) day 2, c) day 3, d) day 4, e) day 5, f) day 6, g) day 7. 

Table 2. Compliance tests and decomposition parameters. 

Day Statistics Ch-square test Statistics K-S test 
Distribution 

parameters 
Distribution 

1 

2 

3 

5.124 

11.107 

1.830 

0.9536 

0.7449 

0.9990 

0.09 

0.13 

0.07 

- 

- 

- 

μ=6.72; s2=6.14 

μ=9.75; s2=17.8 

μ=16.15; s2=6.87 

normal 

normal 

normal 

4 

5 

5.9586 

4.5569 

0.9675 

0.9952 

0.13 

0.06 

- 

- 

μ=7.21; s2=10.99 

μ=15.17; s2=13.60 

normal 

normal 

6 4.0291 0.9829 0.09 - μ=16.5; s2=8.73 normal 

7 4.7009 0.9943 0.16 - μ=10.94; s2=15.55 normal 

Table 3. The theoretical probability of a cyber-attack occurring at a given hour of the day [H/P]. 

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 

1/0.04 

2/0.05 

3/0.05 

1/0.02 

2/0.02 

3/0.02 

1/0.01 

2/0.01 

3/0.01 

1/0.03 

2/0.03 

3/0.03 

1/0.02 

2/0.02 

3/0.02 

1/0.01 

2/0.01 

3/0.01 

1/0.02 

2/0.02 

3/0.02 

4/0.06 

5/0.06 

4/0.02 

5/0.02 

4/0.01 

5/0.02 

4/0.03 

5/0.04 

4/0.02 

5/0.02 

4/0.02 

5/0.02 

4/0.02 

5/0.02 

6/0.06 6/0.02 6/0.02 6/0.04 6/0.02 6/0.02 6/0.02 

7/0.06 

8/0.06 

9/0.06 

10/0.06 

11/0.05 

12/0.04 

13/0.04 

14/0.03 

15/0.03 

16/0.02 

17/0.02 

18/0.01 

19/0.01 

20/0.01 

21/0.00 

22/0.00 

23/0.00 

24/0.00 

7/0.02 

8/0.02 

9/0.02 

10/0.02 

11/0.02 

12/0.02 

13/0.02 

14/0.02 

15/0.02 

16/0.02 

17/0.02 

18/0.02 

19/0.02 

20/0.02 

21/0.02 

22/0.02 

23/0.02 

24/0.02 

7/0.02 

8/0.03 

9/0.03 

10/0.04 

11/0.04 

12/0.05 

13/0.05 

14/0.06 

15/0.06 

16/0.06 

17/0.06 

18/0.06 

19/0.05 

20/0.05 

21/0.05 

22/0.04 

23/0.04 

24/0.03 

7/0.04 

8/0.04 

9/0.03 

10/0.04 

11/0.03 

12/0.03 

13/0.03 

14/0.03 

15/0.03 

16/0.03 

17/0.02 

18/0.02 

19/0.02 

20/0.02 

21/0.02 

22/0.01 

23/0.01 

24/0.01 

7/0.02 

8/0.03 

9/0.03 

10/0.03 

11/0.03 

12/0.03 

13/0.03 

14/0.03 

15/0.03 

16/0.03 

17/0.03 

18/0.03 

19/0.03 

20/0.03 

21/0.03 

22/0.03 

23/0.02 

24/0.02 

7/0.03 

8/0.03 

9/0.03 

10/0.03 

11/0.04 

12/0.04 

13/0.04 

14/0.04 

15/0.05 

16/0.05 

17/0.05 

18/0.05 

19/0.04 

20/0.04 

21/0.04 

22/0.04 

23/0.03 

24/0.03 

7/0.02 

8/0.03 

9/0.03 

10/0.03 

11/0.03 

12/0.03 

13/0.03 

14/0.03 

15/0.02 

16/0.02 

17/0.02 

18/0.02 

19/0.02 

20/0.02 

21/0.02 

22/0.02 

23/0.02 

24/0.02 

4.2. Forecasting cyber-attacks  using a neural network 

The process of training neural networks was carried out using 

Statistica 13 software. An MLP neural network with three inputs, 

seven hidden neurons, and one output was selected to determine 

the multiple regression model. The BFGS algorithm was used 
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in the learning process. The activation function for hidden 

neurons is a logistic function, while the activation function for 

the output neuron is exponential. The mathematical notation of 

the activation function for individual neurons is presented as 

follows:  

Activation function for the first neuron: 

𝑁1 =
1

1−𝑒0.0008∙𝑥1+1.2029∙𝑥2−1.0529∙𝑥3+0.07  (1) 

Activation function for the second neuron: 

𝑁2 =
1

1−𝑒0.0015∙𝑥1−14.2765∙𝑥2−2.6236∙𝑥3+5.024  (2) 

Activation function for the third neuron: 

𝑁3 =
1

1−𝑒−0.0030∙𝑥1−4.2487∙𝑥2−2.0854∙𝑥3+5.482  (3) 

Activation function for the fourth neuron: 

𝑁4 =
1

1−𝑒0.05∙𝑥1−8.2862∙𝑥2−3.1648∙𝑥3+3.1226  (4) 

Activation function for the fifth neuron: 

𝑁5 =
1

1−𝑒−0.0021∙𝑥1−1.1473∙𝑥2−1.1473∙𝑥3+3.2253    (5) 

Activation function for the sixth neuron: 

𝑁6 =
1

1−𝑒0.0330∙𝑥1−21.8348∙𝑥2−4.9094∙𝑥3+23.5154     (6) 

Activation function for the seventh neuron: 

𝑁7 =
1

1−𝑒0.0032∙𝑥1−37.2559∙𝑥2−0.3819∙𝑥3+11.8777     (7) 

The output neuron function takes the form of an exponential 

function: 

𝑌 = 𝑒
−20.1366∙𝑁1−16.8444∙𝑁2−19.8678∙𝑁3+8.9169∙
𝑁4+22.7823∙𝑁5−3.0222∙𝑁6+6.2954∙𝑁7+9.0291   (8) 

 

Fig. 4. Adjusting the neural network forecast to the training data 

A graphical presentation of the fit of the attack probability 

generated by the MLP 3-7-1 networks (output) to the attack 

probability generated using theoretical distributions (target) is 

shown in Fig. 4, while sample results for one day of the week 

are presented in Table 4. Matching the network results to 

training data was set at 0.99. 

Tabel 4. Operation of the neural network. 

Week Day Hour Target Output 

1 4 1 0.03 0.03 

1 4 2 0.03 0.03 

1 4 3 0.03 0.03 

1 4 4 0.03 0.03 

1 4 5 0.03 0.03 

1 4 6 - - 

1 4 7 - - 

1 4 8 0.03 0.03 

1 4 9 - - 

1 4 10 0.03 0.03 

1 4 11 0.03 0.03 

1 4 12 - - 

1 4 13 0.03 0.03 

1 4 14 0.02 0.03 

1 4 15 - - 

1 4 16 0.02 0.02 

1 4 17 - - 

1 4 18 0.02 0.02 

1 4 19 0.02 0.02 

1 4 20 0.01 0.01 

1 4 21 0.01 0.01 

1 4 22 0.01 0.01 

1 4 23 0.01 0.01 

1 4 24 0.01 0.01 

4.3. Verification of the neural network using multiple 

regression 

To verify the prediction of cyberattack probability based on 

neural networks, a multiple regression function defining 

cyberattack determined based on the classical regression model 

was developed. The regression function is presented as: 

𝑌 = −0.038 ∙ 𝑥2 + 0.033  (9) 

Based on formula (9), it can be seen that the probability of a 

cyberattack depends only on the variable x2 with the 

interpretation of the day of the attack. The remaining variables, 

x1 and x3, with the interpretation of the week in which the 

attack occurred and the moment of the attack, are not 

statistically significant, so they were not included in the 
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regression model. The multiple regression fit was determined at 

a low level of 0.14, confirmed by the residual analysis presented 

in Fig. 5, where a large scatter of residual values from the 

predicted probability of a cyberattack can be seen. The 

comparison of the results generated by multiple regression with 

the neural network was not performed due to the deficient data 

fit coefficient achieved by the regressions. 

 

Fig 5. Fitting a multiple regression model to measured data. 

The verification of the neural network is presented in Table 

5. The table shows the hours of the cyberattack for the first week 

of the following month (other than the training sample), along 

with the calculated probability of the attack by the neural 

network. Verifying the correctness of the neural network 

operation consisted of comparing the likelihood of the 

cyberattack with the actual event (attack). Based on Table 1 and 

Table 3, threshold values of the probability of the cyberattack 

were determined, i.e., the probability on the first day of the week 

was set at 0.05, on the second day at 0.02, on the third day at 

0.04, on the fourth day at 0.03, on the fifth day at 0.03, on the 

sixth day at 0.04 and the seventh day at 0.02. It is assumed that 

the cyberattack will occur after reaching and exceeding these 

probability values. The occurrence of a cyberattack, with 

probability values below the threshold values determined by the 

neural network, indicates an error in applying the method (P - 

probability, W - verification). In the case of correct neural 

network verification, the verification status "yes" is entered; in 

the case of incorrect verification, "no" The verification of the 

method confirmed its effectiveness at 92%. For example, for the 

record 14/1 defining the occurrence of cyber-attacks  on the first 

day of the week at 14:00 - 14:59, the probability of a cyberattack 

generated by the network was 0.02, which is lower than the limit 

of 0.05, after which a cyberattack occurs. Theoretically,  

a cyberattack should not have happened at such a probability 

level, but it did. This indicates an error in the method. 

Table 5. Neural network verification. 

Hour/Day I Hour/Day II P I P II W I W II 

1/1 

2/1 

3/2 

1/2 

2/2 

3/2 

0.09 

0.08 

0.04 

0.06 

0.03 

0.03 

yes 

yes 

yes 

yes 

yes 

yes 

4/2 

5/3 

4/2 

5/3 

0.03 

0.02 

0.03 

0.04 

yes 

no 

yes 

yes 

6/3 6/3 0.04 0.04 yes yes 

7/3 

8/3 

9/4 

10/1 

11/1 

12/1 

13/1 

14/2 

15/1 

16/2 

17/2 

18/2 

19/2 

20/2 

21/2 

22/2 

23/1 

24/1 

14/1 

7/3 

8/3 

9/4 

2/4 

3/4 

4/4 

5/4 

14/4 

15/4 

16/3 

17/3 

18/3 

19/3 

20/3 

21/3 

22/3 

23/2 

24/2 

15/2 

0.05 

0.04 

0.06 

0.06 

0.04 

0.07 

0.07 

0.03 

0.08 

0.06 

0.06 

0.06 

0.05 

0.05 

0.05 

0.04 

0.04 

0.03 

0.02 

0.04 

0.07 

0.07 

0.08 

0.08 

0.06 

0.07 

0.07 

0.08 

0.07 

0.06 

0.08 

0.08 

0.05 

0.03 

0.03 

0.06 

0.06 

0.05 

yes 

yes 

yes 

yes 

no 

yes 

yes 

no 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

no 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

yes 

no 

no 

yes 

yes 

yes 

5. Conclusion 

The conducted research aimed to develop an effective method 

for forecasting cyber-attacks  in air transport. The process is 

based on a multiple regression model, where the input data of 

the function are the day of the attack, the hour of the attack, and 

a specific week of the month. The regression function 

determines the probability of a cyberattack occurring at  

a particular hour of the day and a given week of the month.  

A neural network determined the regression model parameters. 

The neural network operation was verified using the classical 

multiple regression method, which is widely described in 

statistics. The fit of the cyberattack probability generated by the 

neural network to the training data was 0.99, while the fit of the 

classical regression method was 0.14. Considering the above, in 

the problem of forecasting cyber-attacks, the neural network is 

a more effective tool than the classical regression method. 

Verifying the method based on accurate data confirmed its 
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effectiveness at 92%. To improve the method's effectiveness, it 

is necessary to determine more precisely the theoretical 

probabilities of a cyberattack based on which the neural network 

performs the learning process. It should be emphasized that the 

normal distribution of the likelihood of a cyberattack occurring 

each day of the week was assumed. Verifying other types of 

distributions is a further direction of research to improve the 

method's effectiveness. Additionally, it is suggested that other 

artificial intelligence techniques, e.g., fuzzy sets, be checked 

and their efficacy in forecasting cyber-attacks  in air transport. 

In practice, the obtained research results can be used, for 

example, by air transport operators to plan aircraft flight 

schedules and designate flights in periods where the risk of 

cyberattack is minimal. Additionally, the developed method can 

support operators in managing safety on the airport apron by 

minimizing the risk of attacks on the management system of 

ground service vehicles or aircraft routes.
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