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Abstract

In the paper a mathematical model of the process of operating aviation refuelling vehicles supplying fuel to aircraft before flight was developed. The present work is a continuation and supplement to the model contained in [52]. The phase space of the process under study was mapped by a 7-state directed graph of the operation process. To calculate the technical readiness index \(K_{gt}\) Markov chains and processes were used. Also, in Section 3, \textit{Results and discussions}, optional methods for determining the technical readiness coefficient of a vehicle were provided \(k_{gt}\), based on the total time of the object in individual operating states. This is an alternative in a situation where the analysed process cannot reach a stable average state indefinitely. Two types of measures were used to determine the readiness, i.e. border probabilities and average times of the object in individual states. In both cases, the basis was statistical databases with operational vehicle data, which enabled the calculation of the readiness index and coefficient.
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1. Introduction

The subject of modelling methods for the operation processes of objects is often discussed in the source literature. Stochastic methods, supplemented with predictive methods [2, 3], and performance evaluation [29, 44] are widely used. These methods are interpreted ambiguously in the source literature [19, 21, 28]. The authors of this work presuppose that the stochastic methods are currently defined as classical probabilistic methods, extended and supplemented with modern methods of analysing stochastic processes and time series, often having deterministic components. Stochastic methods are constantly being developed, improved and standardised to a small degree, while many of them are still the subject of scientific debate. They can be applied to the theory of reliability, operations research, renewal theory and statistical analysis methods. Referring them to technical objects, it should be stated that the actual operation of a vehicle is usually described in the source literature using stochastic processes, and such a process is often a combination of deterministic and random components. In the reliability theory, deterministic components are reflected with the presupposed and orderly arranged organisation of the process, which is reflected in operational plans. However, random components must be introduced due to the unpredictability of phenomena such as damage, failures, delivery delays, lack of spare parts or free
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capacity, and they usually cause disruptions in the proper execution of the assigned tasks.

Readiness [26] and system reliability tests [22, 34, 49], as well as technical objects [9, 16, 25] or processes tests [5] are the subject of a number of publications and may cover multiple areas. For example, Wawrzyński et al. in [43] presented a reliability assessment of aircraft commutators, while the authors of the work [13] created an application of a selected pseudorandom number generator for the reliability of farm tractors. As far as logistics is concerned, the authors of the work [7] applied it to the modelling of delivery sequences, Żurek et al. [53] applied it to ensure the required amount of supplies within a specific period in an enterprise, while Aulin et al. [4] proposed to implement the logistic approach in the international cargo delivery system. In paper [33], the authors applied reliability analysis of a small solar system installed in a house. There is also a body of work on reliability analysis applied to transport systems [1, 12, 27, 42] or networks [24, 50]. For example, Golda et al. in work [15] described the evaluation of efficiency and reliability of airport processes using simulation tools, while Yeh et al. proposed [46] the reliability evaluation of a multistate railway transportation network from the perspective of a travel agent. The Markov reliability and safety model of the railway transportation system was presented in [35].

Markov and semi-Markov theory is the subject of a number of publications on methods of analysing and assessing the reliability of technical objects. Balanced reliability systems under the Markov process have been described in [11]. In [48], research on the model of a multistate railway transportation network, an aggregated Markov repairable system has been studied. Xiong et al. in [45] presented an analytical approach based on stochastic dynamic programming to optimise coordinated vehicle platooning. The aim of the Markov decision making process was to minimise the discounted cumulative travel costs over an infinite time horizon. An analysis of the refuelling behaviour of hydrogen fuel vehicles through a stochastic model using the Markov Chain Process was used in [20]. A unified algorithm framework for mean-variance optimisation in discounted Markov decision processes was set in paper [30]. In the case of semi-Markov processes, the requirements for exponential durations of individual states are rejected [41]. Implementation mean time to failure index in the control of the logistical support of the operation process has been presented in paper [54], while Cekyay et al. in paper [8] determined MTTF and availability of semi-Markov missions with non-identical generally distributed component lifetimes. The subject of research by some authors is hidden [32, 36, 40] or muddy [31] semi-Markov processes [6, 38].

The literature related to technical objects with their own specific functioning used in military systems constitutes a slightly smaller set of publications. Their characteristic feature is high functionality and reliability, which translates into the effective execution of combat missions. The basic measure for analysing and assessing the reliability of the system is the availability of human resources, e.g. students [10, 37] or military surgeons [47] or maintaining performance during military training [23]. The technical and equipment readiness is assessed slightly differently [14] - the readiness can be referred to both a single object [18, 51] or the entire system [17, 39].

Based on the above-mentioned works, it can be concluded that there are a number of available studies regarding modelling of reliability, including the readiness of technical objects. The source literature review confirmed the thesis that studies on military facilities still constitute a limited subset of the entire source literature. It should be noted that the models developed in the reviewed papers are, on the one hand, so universal that they can be extrapolated to the so-called to all models of Su military aircraft understood as a group with the same or similar features. On the other hand, reflecting the specificity of a given operating environment, they are so characteristic that they cannot be applied to objects with different operating characteristics. The readiness of the objects used in military systems is carefully examined and monitored. Its optimisation criterion is the maximisation of the object's ability to perform tasks, which is equivalent to minimising time losses for renovation, maintenance and downtime. Therefore, the necessary conditions for testing and optimising the readiness of aircraft refuelling vehicles are the proper specification of operational states and reliable records of their duration. Therefore, the authors of this paper, based on the flight table (Fig. 1), proposed a realistic and composed of 7 states model of the refuelling vehicle operation model (Section 2) supplying aircraft in combat conditions with 5 different scenarios. The calculations were performed individually for each scenario and then for the tested sample. In both cases, the models enabled to perform the readiness analysis and assessment. The model created, the obtained results and the conclusions constitute the authors' original achievement, because, as shown in the source literature review, none of the previous publications concerned such a specific area of research.

This paper is a supplement and continuation of the research conducted in work [52]. The layout of the paper is presented below. Section 1 includes the latest source literature review on the use of mathematical methods used to analyse and assess the reliability parameters, including readiness. It was emphasised that a significant part of the publications contains broadly understood stochastic processes that utilise the Markov theory. Moreover, the purpose of developing this publication was justified. Section 2 includes assumptions on the model of the process of refuelling combat aircraft before flight (Fig. 1). Further in this section, a Markov theory-based model was developed for discrete time (Point 2.2) and continuous time (Point 2.3). The model reflects a directed graph of the operation process (Fig. 2), where the object moves in the phase space between individual operational states. Section 3 The obtained solutions were summarised and discussed, noting the factors affecting the obtained results.

2. Material and methods

2.1. Assumptions for building the mathematical model

According to the methodology of constructing and analysing event models for operational processes, the description of the examined operation process of the vehicles refuelling aircraft before flight is based on the assumptions discussed below:

Assumption 1. At any time, the vehicle may be in only one
of the possible operating states, the set of which (the so-called phase space) is determined by the tasks performed and the object's operating instructions.

**Assumption 2.** The vehicle's phase space is a finite set of disjoint operating states. The number of states is determined by successive approximations in accordance with the assumed modelling goal.

**Assumption 3.** Interstate crossings are time-sensitive and their moments are recorded. In exploitation theory, direct returns to the state \((S_i \rightarrow S_i)\) transitions are prohibited.

**Assumption 4.** The times of changing object states are measured with arbitrary accuracy. This is equivalent to assuming that the process time is a continuous random variable. The phase trajectory of the object is a step function, right-continuous at times of interstate transitions.

**Assumption 5.** The environmental and external process conditions, as well as the deterministic factors affecting the operation process are known.

In practice, combat flights of Su-22 aircraft are determined by the nature of the missions to be performed, which determines their duration. The scheduled flight table reflects all of the above. The time intervals between individual operations are the intervals necessary to restore readiness, during which the supplies are replenished, and maintenance/diagnostic operations are carried out.

The authors of this paper assumed that the flight combat missions are carried out with the maximum frequency of operations. For a single aircraft, it means the minimum time to restore readiness for the next mission, which for Su-22 is technically 40 minutes. Five scenarios were considered, in which for each of them the length of a single flight was a random step variable. Scenarios \(V_1-V_5\) presented in Fig. 1 represent the lengths of a single operation and the corresponding fuel consumption factor \(K_{zu}\), i.e.

- a) \(V_1\) - 10 minutes flight \((K_{zu} = 0.165)\);
- b) \(V_2\) - 20 minutes flight \((K_{zu} = 0.33)\);
- c) \(V_3\) - 30 minutes flight \((K_{zu} = 0.5)\);
- d) \(V_4\) - 40 minutes flight \((K_{zu} = 0.66)\);
- e) \(V_5\) - 50 minutes flight \((K_{zu} = 0.83)\).

The presented scenarios are implemented within eight working hours \((T_0 = 480\) minutes). During this time, depending on the length of a single operation (Fig. 1) the aircraft can perform six \((V_3)\) to ten \((V_1)\) combat flights.

![Fig. 1. Planned flight table taking into account scenarios \(V_1-V_5\).](image)

where:
- 1 – Execution of the flight mission
- 0 – Aircraft maintenance

**2.2. Markov model for discrete time**

To develop a Markov model reflecting the researched operation process, its phase space must be determined in the first place. The space is created by a set of operational states that are important in terms of the adopted modelling objective. Isolated operating states of aviation refuelling vehicles were systematically functionally aggregated for the purpose of calculating readiness indexes. The seven-state phase space satisfies requirements 1-5 described in subsection 2.1:

- \(S_1\) – vehicle access to the airport apron;
- \(S_2\) – fuel settling;
- \(S_3\) – checking the purity of fuel in the vehicle;
- \(S_4\) – aircraft refuelling procedure (including the total time components of the arrival of the vehicle to the aircraft, the process of refuelling the aircraft and the return to the airport apron);
- \(S_5\) – vehicle tank refuelling cycle (including total times of travel to the pump, vehicle refuelling and return to the airport apron);
- \(S_6\) – non-operability of the vehicle (replacement with a working one);
- \(S_7\) – vehicle waiting for refuelling of the aircraft (depending on the flight table).

The model of the above-described process is a directed graph presented in Fig. 2, for which the operation is understood...
as a transfer of an object through individual states.

Fig. 2. Directed graph of the operation process of an aviation refuelling vehicle.

As presented in Fig. 2, the vehicle non-operability $S_6$ is the most closely related to the other states, which symbolises the randomness of the process described. In practice, the square matrix of the allowed transfers represents $P = [p_{ij}]$ a more clear form of the model. It is described by the dependence (1):

$$ P = [p_{ij}]_{7 	imes 7} = egin{bmatrix}
0 & p_{12} & 0 & 0 & 0 & p_{16} & 0 \\
0 & p_{23} & 0 & 0 & 0 & p_{26} & 0 \\
0 & 0 & p_{36} & 0 & 0 & p_{37} & 0 \\
0 & 0 & 0 & p_{45} & 0 & p_{46} & 0 \\
0 & 0 & 0 & 0 & p_{56} & 0 & 0 \\
p_{61} & p_{62} & p_{63} & p_{64} & p_{65} & 0 & p_{67} \\
p_{71} & p_{72} & p_{73} & p_{74} & p_{76} & 0 & 0
\end{bmatrix} \quad (1) $$

The matrix $P = [p_{ij}]$ reflects the process of supplying fuel to aircraft performing aviation missions. For the analysed process, the matrix represents a set of 19 allowed transitions, according to the process arrangement. In Table 1, theoretically possible (permitted) interstate transitions (symbol 1) and prohibited transitions (symbol 0) are marked in green.

The tested sample (Fig. 1), taking into account scenarios $V_1$-$V_6$, narrowed the set of allowed transitions to those executed in the analysed process. The latter (marked in red) are listed in Table 2.

Table 1. A matrix of theoretically allowed transitions.

<table>
<thead>
<tr>
<th>$\omega_{ij}$</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
<th>$S_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$S_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$S_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$S_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$S_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$S_6$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$S_7$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Matrix of transitions completed by a sample of objects performing tasks in accordance with the scenarios $V_1$-$V_5$.

<table>
<thead>
<tr>
<th>$\omega_{ij}$</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>$S_6$</th>
<th>$S_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$S_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$S_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$S_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$S_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$S_6$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$S_7$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

As can be seen from the comparison of the data presented in Table 1 and Table 2, the majority of the transitions were completed in the tested sample, i.e. 13 out of 19 permitted transitions, which is 68.4%. Not completed transitions only concern the state $S_6$ of the vehicle's non-operability, for which the cases of failure are usually random and in fact vary in terms of the labour demand. For this reason, aviation refuelling vehicles are not repaired during the performance of tasks, but redundant equipment is kept on the airport apron. When a vehicle brakes, it is replaced with a fully operational one that is on duty at the airport as redundant equipment. The process of replacing the vehicle is therefore quick and does not pose a threat to the mission performed by the aircraft. In practice, the failure of the vehicle determines the results obtained for discrete time (Markov chain), but does not significantly affect the readiness of the vehicle (Markov process).

Vehicle readiness testing was performed separately for each scenario (Fig. 1) depending on the length of the single flight of the aircraft in the range $V_1$-$V_5$. Its first stage of the testing was preparing individual interstate transition matrices, on the basis of which systems of linear equations were written along with the normalisation condition. Then, using the Mathematica software, limiting probabilities were calculated. The obtained results in discrete time are presented in Fig. 3.

The results obtained individually for each scenario (Fig. 3) perform the planned and orderly arranged organisation of the process under study. The refuelling vehicle that provides the fuel to the aircraft before flights performs a strictly defined sequence of tasks. They are represented by the probabilities of entering particular states that for scenarios $V_4$ and $V_5$ are equal in value and almost equal, as is the case with scenarios $V_1$-$V_3$. Regardless of the value, they represent the planned organisation of the process, for which the differences are determined by the planned flight table (Fig. 1), as well as the randomness of the state $S_6$ indicating the failure of the vehicle.
of the object states that allow one to assess the degree of process deviation from equilibrium in a defined phase space (set of states). Deviations from the balance also have a double meaning. Firstly, they represent the defects in the design of operational processes, secondly, they constitute optimisation tips. A preliminary examination of the Markov chain in terms of the operationally useful interpretation has the number of states \( (S_1 \rightarrow S_2) \), the number \([N_1]\) of entries into the state \( S_1 \) and the number \([N_2]\) of exits from the state \( S_j \) and the corresponding percentages \([%N_1], [%N_2]\). The summary of the above data set (Table 3) allows for a preliminary assessment of the properties of the process under study.

Table 3. The number of the interstate transitions between the \( N_k \), initial and final states \( N_k \) and their corresponding percentages \([%N_1], [%N_2]\) for the sample taking into account scenarios \( V_1 \rightarrow V_5 \).

<table>
<thead>
<tr>
<th>([N_1])</th>
<th>(S_1)</th>
<th>(S_2)</th>
<th>(S_3)</th>
<th>(S_4)</th>
<th>(S_5)</th>
<th>(S_6)</th>
<th>(S_7)</th>
<th>([%N_2])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1)</td>
<td>0</td>
<td>272</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>288</td>
</tr>
<tr>
<td>(S_2)</td>
<td>0</td>
<td>0</td>
<td>288</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>112</td>
<td>304</td>
</tr>
<tr>
<td>(S_3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>192</td>
<td>0</td>
<td>0</td>
<td>112</td>
<td>272</td>
</tr>
<tr>
<td>(S_4)</td>
<td>208</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>240</td>
<td>15.2</td>
</tr>
<tr>
<td>(S_5)</td>
<td>32</td>
<td>16</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>80</td>
</tr>
<tr>
<td>(S_7)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>112</td>
<td>0</td>
<td>0</td>
<td>112</td>
</tr>
<tr>
<td>([N_2])</td>
<td>240</td>
<td>288</td>
<td>304</td>
<td>304</td>
<td>272</td>
<td>48</td>
<td>128</td>
<td>1584</td>
</tr>
<tr>
<td>([%N_2])</td>
<td>15.2</td>
<td>18.2</td>
<td>19.2</td>
<td>19.2</td>
<td>17.2</td>
<td>3.1</td>
<td>8.1</td>
<td>Nd</td>
</tr>
</tbody>
</table>

In Table 3, the most numerous transitions are highlighted in green, and the least numerous in red. The total number of interstate transitions for all scenarios was satisfactory and amounted to \( N = 1,584. \) No single or small-number transitions (less than 10) were recorded. Among the 13 transitions, small-number transitions (\( N = 16 \)) and two multiple transitions (\( N = 32 \)) were recorded. Moreover, there was quite a large dynamic in the number of transitions, which was 1:18 (min 16: max 288). The largest number (\( n_{23} = 288 \)) had a transition from the fuel settling state \( S_2 \) to control the purity of the fuel \( S_2 \). The coupling of both states is not accidental and results from the applicable procedures, according to which the quality of aviation fuel is always checked before the aircraft is refuelled. The second largest number, in both cases amounting to, were the transitions \( (S_1 \rightarrow S_2) \) from the status of arrival to the apron and the status of fuel settling and, respectively, the transitions \( (S_3 \rightarrow S_3) \) from the status of the aircraft aviation fuel supply and the vehicle tank refuelling cycle. In both cases, they constitute obligatory activities in the organisation of the examined process, and therefore the above-mentioned numerical values prove that the organisation of the process was properly planned and executed. The lowest frequency of observations amounting only to \( N_6 = 3.1\% \) had the state \( S_6 \) of long-term non-operability of the vehicle. This can be considered a manifestation of the correct organisation of the process, for which damage to the vehicle supplying aviation fuel to the aircraft before flights occurred randomly and sporadically.

The next stage of examining the process in discrete time was the calculation of empirical frequencies of interstate transitions for the sample under study. They are summarised in

Table 4. Estimators of transitions probabilities \( \omega_{ij} \) for the sample including the scenarios \( V_1 \rightarrow V_5 \).

<table>
<thead>
<tr>
<th>( \omega_{ij} )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
<th>( S_6 )</th>
<th>( S_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>0</td>
<td>0.944</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.056</td>
<td>0</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_3 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.632</td>
<td>0</td>
<td>0</td>
<td>0.368</td>
</tr>
<tr>
<td>( S_4 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_5 )</td>
<td>0.867</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.133</td>
<td>0</td>
</tr>
<tr>
<td>( S_6 )</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>( S_7 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Empirical interstate transition rates are used to prepare systems of equations enabling the calculation of cut-off probabilities for discrete time as:

\[
\begin{align*}
0.867p_6 + 0.4p_6 - p_1 &= 0 \\
0.944p_5 + 0.2p_6 - p_2 &= 0 \\
p_2 + 0.2p_6 - p_3 &= 0 \\
0.632p_3 + p_7 - p_4 &= 0 \\
p_4 - p_5 &= 0 \\
0.056p_1 + 0.133p_5 - p_6 &= 0 \\
0.368p_3 + 0.2p_6 - p_7 &= 0
\end{align*}
\]

along with the condition of the system normalisation:

\[
\sum_{j=1}^{7} p_j = 1.
\]

Condition (3) of the system normalisation is an additional but necessary condition because it excludes the case of obtaining zero values of the limit probabilities. After solving the above systems of equations for the sample, the results obtained are presented in Fig. 4.

Fig. 4. Values of limiting probabilities \( p_j(n) \) of the Markov chain for the tested sample including the scenarios \( V_1 \rightarrow V_5 \).

The highest and most balanced values of the entry probabilities were observed for five of the seven individual operational states (Fig. 4). They reflect the sequence of activities performed sequentially, i.e. arrival at the airport \( (S_1) \), fuel settling \( (S_2) \), control of the fuel purity in the vehicle \( (S_3) \), supplying aircraft with aviation fuel \( (S_4) \) and the vehicle tank refuelling cycle \( (S_5) \). The probabilities of entering the mentioned states are equal \((p_4, p_5)\) or almost equal \((p_1, p_2, p_3)\). In practice, it is the above states that directly affect the continuity and systematic implementation of the planned aviation missions. The smallest value of \( p_6 = 0.03433 \) had the probability of entering a state...
of non-operability and the vehicle waiting for refuelling \( p_r = 0.07247 \). The low probability of entering the state of non-operability \( S_6 \) is a desirable phenomenon and indicates a relatively low failure rate of the vehicle refuelling the aircraft before flight. As is the probability of entering the state \( S_7 \), waiting of the vehicle for refuelling means translates into the vehicle availability but does not increase the efficiency of its use.

2.3. Markov model for continuous time

The evolution of a homogeneous, state-discrete Markov process in continuous time \( t \) is described by the systems of Chapman-Kolmogorov equations, assuming the existence of parameters called intensities in the process transition matrix. Therefore, when the Markov model is studied in real-time, it is important to determine the empirical quadratic matrix \( \Lambda = [\lambda_{ij}] \) of the intensity of the process transition with the elements \( \lambda_{ij} \) and \( m \) degree. This matrix is always singular (\( \det[\Lambda] = 0 \)) due to the way diagonal values are calculated: the Chapman-Kolmogorov equations, the normalisation condition of the system (11) and the initial distribution vector \( \pi_i \). The transition intensities \( \lambda_{ij} \) are defined as the right-hand derivatives of the transition probabilities \( \dot{p}_{ij}(t) \) with respect to time as:

\[
\lambda_{ij} = \frac{d}{dt}p_{ij} = \dot{p}_{ij}(t) = \lim_{\Delta t \to 0} \frac{p_{ij}(t+\Delta t)-p_{ij}(t)}{\Delta t},
\]

while exiting the state \( i \) is the opposite event to entering the state \( j \), hence:

\[
\lambda_{ii} = -\frac{d}{dt}p_{ii} = -\dot{p}_{ii}(t) = \lim_{\Delta t \to 0} \frac{1-p_{ij}(t+\Delta t)+p_{ij}(t)}{\Delta t},
\]

the balance of transitions to all states \( S_{\neq i} \) and process exits \( S_i \) is zero, due to the way diagonal values are calculated:

\[
\lambda_{ii} = -\sum_{j \neq i} \lambda_{ij}.
\]

The name of the transition intensity matrix \( \Lambda = [\lambda_{ij}] \) is misleading for a number of novice scientists and usually causes difficulties in interpreting individual components because its elements \( \lambda_{ij} \) have been untowardly called transition intensities by theorists, suggesting that they reflect the power or strength of the phenomenon. In practice, the mentioned intensities do not have a substantive interpretation and do not represent the intensity of the examined process. However, their inverses have such an interpretation, which, according to the definition, means the average duration of a given state before transition to the next state, in accordance with the following dependence (8).

The theoretical transition intensity matrix of the studied process was created as follows (7):

\[
\lambda_{ij} = \begin{pmatrix}
\lambda_{11} & \lambda_{12} & 0 & 0 & 0 & \lambda_{16} & 0 \\
0 & -\lambda_{22} & \lambda_{23} & 0 & 0 & \lambda_{26} & 0 \\
0 & 0 & -\lambda_{33} & \lambda_{34} & 0 & \lambda_{36} & \lambda_{37} \\
0 & 0 & 0 & 0 & -\lambda_{44} & \lambda_{45} & \lambda_{46} \\
0 & 0 & 0 & 0 & 0 & -\lambda_{55} & \lambda_{56} \\
\lambda_{61} & \lambda_{62} & \lambda_{63} & \lambda_{64} & \lambda_{65} & -\lambda_{66} & \lambda_{67} \\
0 & 0 & 0 & \lambda_{74} & 0 & 0 & -\lambda_{77}
\end{pmatrix},
\]

For a stochastic process that is a Markov process \( X(t) \), the off-diagonal intensities are calculated according to the formula:

\[
\tilde{\lambda}_{ij} = \frac{1}{\tilde{t}_{ij}},
\]

where: \( i,j \in \{1,...,7\} \), whereas \( \tilde{t}_{ij} \) is the average residence time of the process \( X(t) \) in the state \( i \) before the transition to state \( j \), calculated according to the dependence (9):

\[
\tilde{t}_{ij} = \frac{\sum_{n=1}^{N} \tilde{t}_{ij}}{N},
\]

where: \( \tilde{t}_{ij} \) means average time spent in state \( i \) before transition to state \( j \) for the vehicle number \( n; N \) – number of vehicles in the tested sample \( N \in \{1,...,16\} \).

As already mentioned above, the discrete-in-state and continuous-in-time Markov model is represented by the systems of Chapman-Kolmogorov equations, the normalisation condition and the initial distribution vector. In its canonical form, the Chapman-Kolmogorov system of equations for the analysed 7-state process is a homogeneous system of seven first-order ordinary linear differential equations with constant coefficients of the following form:

\[
\frac{d}{dt}p_1 = \lambda_{11}p_1 + \lambda_{12}p_2 + \lambda_{13}p_3 + \lambda_{14}p_4 + \lambda_{15}p_5 + \lambda_{16}p_6 + \lambda_{17}p_7
\]

\[
\frac{d}{dt}p_2 = \lambda_{21}p_1 + \lambda_{22}p_2 + \lambda_{23}p_3 + \lambda_{24}p_4 + \lambda_{25}p_5 + \lambda_{26}p_6 + \lambda_{27}p_7
\]

\[
\frac{d}{dt}p_3 = \lambda_{31}p_1 + \lambda_{32}p_2 + \lambda_{33}p_3 + \lambda_{34}p_4 + \lambda_{35}p_5 + \lambda_{36}p_6 + \lambda_{37}p_7
\]

\[
\frac{d}{dt}p_4 = \lambda_{41}p_1 + \lambda_{42}p_2 + \lambda_{43}p_3 + \lambda_{44}p_4 + \lambda_{45}p_5 + \lambda_{46}p_6 + \lambda_{47}p_7
\]

\[
\frac{d}{dt}p_5 = \lambda_{51}p_1 + \lambda_{52}p_2 + \lambda_{53}p_3 + \lambda_{54}p_4 + \lambda_{55}p_5 + \lambda_{56}p_6 + \lambda_{57}p_7
\]

\[
\frac{d}{dt}p_6 = \lambda_{61}p_1 + \lambda_{62}p_2 + \lambda_{63}p_3 + \lambda_{64}p_4 + \lambda_{65}p_5 + \lambda_{66}p_6 + \lambda_{67}p_7
\]

\[
\frac{d}{dt}p_7 = \lambda_{71}p_1 + \lambda_{72}p_2 + \lambda_{73}p_3 + \lambda_{74}p_4 + \lambda_{75}p_5 + \lambda_{76}p_6 + \lambda_{77}p_7
\]

The above equations are complemented by: the normalisation condition of the system (11) and the initial distribution vector (12):

\[
\sum_{j=1}^{7} p_j = 1, \quad p_j = [1,0,0,0,0,0].
\]

Analytical solutions for the numerical values of the elements of the intensity matrix can be found using mathematical programs such as Mathematica, Matlab, Maple and others. In practice, programs do not generate analytical solutions for symbolic matrix elements of degree greater than 2. The analytical solutions formulas of Mathematica program for the seven-state model developed in this publication are so complex that their testing is only possible numerically.
analysed process is homogeneous and ergodic and can be considered stable. The differences in numerical values are mainly determined by the randomness of the occurrence of two states, i.e. \( S_6 \) (non-operability of the vehicle) and \( S_7 \) (vehicle waiting for refuelling \( sp \)). Moreover, the average presence times in the mentioned states have variable characteristics, which causes a disproportion in the intensity of transitions in the matrices \( \Lambda_{ij} \) individually for each scenario. Similarly to the case of discrete time, a collective model for continuous time (Markov process) was developed, taking into account all considered scenarios. Its first element was the calculation of the components of the collective matrix of interstate transition intensity \( \Lambda = [\Lambda_{ij}] \) for the tested sample:

\[
\Lambda = \begin{bmatrix}
-0.140 & 0.073 & 0 & 0 & 0 & 0.067 & 0 \\
0 & -0.018 & 0.018 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.314 & 0.114 & 0 & 0.055 & 0 \\
0.010 & 0 & 0 & 0 & -0.028 & 0.018 & 0 \\
0.125 & 0.125 & 0.125 & 0 & 0 & -0.5 & 0.125 \\
0 & 0 & 0 & 0.026 & 0 & 0 & -0.026
\end{bmatrix}
\]

(13)

In order to determine the limiting probabilities, the transformed transition intensity matrix must be multiplied with the probability vector \( \pi \) to the equation \( \Lambda^T \cdot \pi = 0 \), the following equation in matrix form was obtained for the examined operation process:

\[
\begin{bmatrix}
-0.140 & 0 & 0 & 0 & 0.010 & 0.125 & 0 \\
0.073 & -0.018 & -0.018 & 0 & 0 & 0 & 0.125 \\
0 & 0.018 & -0.314 & 0 & 0 & 0.055 & 0 \\
0 & 0 & 0.114 & -0.055 & 0 & 0 & 0.026 \\
0 & 0 & 0 & 0.055 & -0.028 & 0 & 0 \\
0.067 & 0 & 0 & 0.018 & -0.5 & 0 & 0.125 \\
0 & 0 & 0 & 0.2 & 0 & -0.026 & 0
\end{bmatrix}
\begin{bmatrix}
\pi_1 \\
\pi_2 \\
\pi_3 \\
\pi_4 \\
\pi_5 \\
\pi_6 \\
\pi_7
\end{bmatrix}
= 0
\]

(14)

Values of limiting probabilities \( p_j(t) \) for the Markov process were calculated using the Mathematica program, the results are presented in Fig. 6.

The results presented in Fig. 6 for the tested sample are significantly different from the results obtained for discrete time (see Fig. 3). In continuous time, the dominant role of four states became visible, i.e. \( S_2, S_4, S_5 \) oraz \( S_7 \), the states in which the vehicle, on average in the sample, spent the most time (over 92%) related to the research period understood as the time of the flights. The remaining three states are short-lived and will not have a decisive impact on the calculated object readiness index.

Fig. 5. Values of limiting probabilities \( p_j(t) \) of the Markov process for the adopted scenarios \( V_1-V_5 \).

3. Results, discussion and conclusions

The paper presents a method for calculating the technical readiness of aviation refuelling vehicles supplying fuel to aircraft before combat flights. Five scenarios (Fig. 1) were investigated, reflecting the variable length of a single flight [min] in the range of \( V_1, V_5 \epsilon \{10,20,30,40,50\} \). For this purpose, a 7-state model of the process of operation was developed, for which, under each scenario, the limit probabilities were calculated for discrete time (Markov chain - Fig. 3) and continuous time (Markov process - Fig. 6).

Analysing the values of marginal probabilities \( p_j(n) \) shown
in Fig. 3 regarding discrete time, the following conclusions can be drawn:

1. The analysed stochastic process is a composition of two sub-processes, i.e. deterministic and random. The deterministic part results from the applicable procedures reflected by the planned flight table (Fig. 1). The organisation of vehicle operation involves performing a sequence of activities carried out in a specific order, i.e. after each aircraft supply process ($S_4$) the vehicle always (regardless of the amount of fuel left in its tank) automatically completes its tank refuelling cycle ($S_2$) and then, in accordance with the regulations, the fuel must then undergo a settling cycle ($S_2$) and cleanliness control ($S_3$) before the next aircraft refuelling process ($S_4$). The phenomenon described above is reflected in a sequence of states $S_4 \rightarrow S_5 \rightarrow S_2 \rightarrow S_3$ for which the values of the limiting probabilities are almost the same for a given scenario, although they differ in value between individual scenarios ($V_1$-$V_3$). The mentioned sequence reflects the deterministic part of the process under study, while the random components represent two states, i.e. vehicle unsuitability $S_6$ and waiting for refuelling $S_7$.

2. The Markov chain boundary probabilities presented in Fig. obtained for the scenarios under study, from the standpoint of technical readiness indicators should be interpreted quantitatively, not qualitatively. They indicate the limits of the number of entries to a given state against the background of transitions to all states constituting the phase space of the analysed process. Their constant values indicate balance and organisational order related to the implementation of aviation operations.

3. In the case of script $V_4$, the vehicle was in 5 out of 7 operating states (Fig. 3), for which the calculated entry probabilities were the same and amounted to 0.2. No damage to the vehicle was recorded (state $S_6$), as well as waiting of the aircraft for refuelling (state $S_7$). It can therefore be concluded that this scenario has purely deterministic components. The probability values for scenario $V_2$ should be interpreted similarly, with the difference that in this case the vehicle waiting for refuelling its tank was recorded ($S_7$), which took place at the expense of a proportional reduction in the share of entries to the remaining states, i.e. $S_1 - S_6$.

4. The elements of randomness reflect the other three scenarios ($V_1$-$V_3$) of the process under study, for which observations were recorded in all states in the examined sample, but in the case of $V_3$ the damage occurred after the vehicle reached the airport apron (transition $S_4 \rightarrow S_5$). This event had an impact on reducing the probability of entering the fuel settling state $S_2$ (see Fig. 3).

5. For scenarios $V_4$ and $V_5$, the calculated boundary probabilities have exactly the same values of entering individual states in discrete time. This is related to the adopted length of a single exit for the mentioned scenarios, which is: $V_4=40$ and $V_5=50$ minutes and in both cases significant degrees of emptying the tank of the Su-22 aircraft, respectively $K_{zu} = 0.66$ and $K_{zu} = 0.83$, for which the vehicle performed exactly the same number of refuelling cycles.

The values of probabilities in continuous time have a different interpretation (Fig. 5), which should be interpreted qualitatively in terms of the required readiness. They represent the duration of individual operational states. They are summarised in Table 5.

<table>
<thead>
<tr>
<th>$p_j(t)$</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
<th>$V_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>0.06721</td>
<td>0.06446</td>
<td>0.04778</td>
<td>0.08405</td>
<td>0.07290</td>
</tr>
<tr>
<td>$p_2$</td>
<td>0.28803</td>
<td>0.27627</td>
<td>0.20477</td>
<td>0.28016</td>
<td>0.24301</td>
</tr>
<tr>
<td>$p_3$</td>
<td>0.04801</td>
<td>0.02302</td>
<td>0.02503</td>
<td>0.02335</td>
<td>0.02025</td>
</tr>
<tr>
<td>$p_4$</td>
<td>0.07233</td>
<td>0.09286</td>
<td>0.12714</td>
<td>0.14163</td>
<td>0.14405</td>
</tr>
<tr>
<td>$p_5$</td>
<td>0.52443</td>
<td>0.50896</td>
<td>0.55979</td>
<td>0.26405</td>
<td>0.23142</td>
</tr>
<tr>
<td>$p_6$</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.02548</td>
<td>0.03735</td>
<td>0.03239</td>
</tr>
<tr>
<td>$p_7$</td>
<td>0.00000</td>
<td>0.03442</td>
<td>0.01001</td>
<td>0.16942</td>
<td>0.25597</td>
</tr>
</tbody>
</table>

The real-time normalised probabilities for continuous time allow us to draw the following conclusions:

1. The states with the lowest variability in the calculated values of marginal probabilities compared under individual scenarios were:
   a) travel to the airport apron $p_1$;
   b) fuel settling $p_2$;
   c) checking the purity of fuel in the vehicle $p_3$. 
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d) vehicle non-operability $p_6$.

This is because the above states have relatively constant (but different) average execution times. Moreover, the states $S_2$ and $S_3$ are organisationally interconnected, which means that after the fuel has settled, its purity (quality) is always checked, symbolised by the transitions $S_2 \rightarrow S_3$. The above phenomenon is presented by exactly the same values of the limiting probabilities for discrete time (see Fig. 3), regardless of the adopted scenario. The exception is the scenario $V_3$, in which the vehicle was randomly damaged upon arrival at the airport. The state of non-operability of the vehicle $S_6$ is short-lived (replacement of the vehicle with a fully operational one) and generally does not determine the readiness index.

2. Much greater disproportions between individual scenarios were shown in the probability values for the remaining states, i.e.: a) refuelling the aircraft $p_4$; b) refuelling the vehicle’s tank; c) waiting for refuelling the vehicle’s tank $p_7$.

Probability values of the state of aircraft fuel supply $p_4$ changed abruptly for individual scenarios $V_1 - V_3$, as appropriate within a range of $p_4 \in \{0.07233; 0.09286; 0.12714; 0.14163; 0.14405\}$ - Table 5. Systematically increasing values of probabilities are dictated by the coefficient of emptying the aircraft fuel tanks, which varies stepwise in the range of $K_{\text{su}} = \{0.165; 0.33; 0.5; 0.66; 0.83\}$. The above probabilities depend on the length of a single departure, and thus on the amount of aviation fuel used, which must be replenished after each flight.

Probabilities $p_5$ of the vehicle refuelling cycles depend on the number of completed cycles and the average duration of each of them. Their values decrease in steps within a range of $p_5 \in \{0.52443; 0.50896; 0.55979; 0.26405; 0.23142\}$-Table 5, except scenario $V_5$, where the vehicle has completed one more cycle compared to the scenarios $V_1$ and $V_2$ in time $T_0$ of the flights execution.

However, the state of waiting for the vehicle to be refuelled has variable probability values, depending on a given scenario, which is equal to zero (as for $V_1$), close to zero (as for $V_2$ and $V_3$) and slightly higher respectively for scenarios $V_4$ and $V_5$. This is because for higher values of a single flight, the aircraft complete fewer of them in the assumed time $T_0$. This results in a reduction in the refuelling frequency for a single aircraft (Fig. 1), while the vehicle waits statistically longer for refuelling.

Then within individual scenarios $V_1 - V_3$ probabilities were determined for the tested sample. The obtained results are shown in Fig. 7.

![Fig. 7. Values of the limiting probabilities of the Markov chain $p_j(n)$ and process $p_j(t)$ for the tested sample including the scenarios $V_1 - V_5$.](image)

Analysing the results regarding the limiting probabilities $p_j$ in discrete time (Markov chain) and continuous time (Markov process), the following conclusions can be formulated:

1) for discrete time:
   - the highest and, at the same time, the same in terms of entry probability value $p_4, p_5 = 0.18494$ observed for states $S_4$ (supply aircraft in aviation fuel) and $S_5$ (vehicle refuelling cycle), which is a normal phenomenon from the standpoint of the main purpose of the tested process; these are the two most important states that determine the role of the vehicle during flights;
   - slightly lower and equal to two decimal places entry probabilities of $p_1, p_2, p_3 = 0.17$ obtained for the states: travelling to the airport apron ($S_1$), fuel settling ($S_2$) and checking the fuel purity in the vehicle ($S_5$). The above states are positively correlated and if one of them occurs, the others must be executed;
   - the lowest entry probability was observed for two states, i.e. vehicle unsuitability ($S_6$), for which damage occurred sporadically in the tested sample and waiting for the vehicle to be refuelled.
(S_i), which proves the good operational efficiency of the object;

2) for continuous time:
   - the calculated technical readiness index of the vehicle delivering aviation fuel is \( K_{gt} = 0.382 \)
   and was calculated as the sum of the probability values \( p_4 \) and \( p_7 \). One might get the impression that it is too low for combat missions. It should be borne in mind however that this index is understood as the vehicle's ability to perform tasks at a randomly selected moment. Taking into account the fact that the adopted flight structure is a process fully covered by the plan, which is reflected in the planned flight table, it should be stated that the calculated value of the index fully secures fuel supplies for aircraft;
   - the calculated value of the readiness index can be justified by the necessary organisational activities that reflect the following states in the model: the arrival of the vehicle to the airport apron \( S_1 \), fuel settling, \( S_2 \), checking fuel purity in the vehicle \( S_3 \) and the vehicle's tank refuelling cycle \( S_5 \). The above states are organisationally interconnected in the model and none of them can be omitted. Damage, which statistically occurs very rarely, is a short-term condition and does not have a significant impact on the calculated vehicle readiness index.

In practice, the studied stochastic process may turn out to be non-homogeneous and non-ergodic. In the latter case, this means that the process will never (indefinitely) reach an average stable state. As a result, it will be impossible to calculate the limiting (ergodic) probabilities. In such a case, an alternative qualitative measure of the assessment, which is also a method of verifying the technical readiness index, is the calculation of the total presence times of the vehicle in individual operational states. Technical readiness coefficient \( (k_{gt}) \) is in such a case defined as the quotient of the total arrival time in states of readiness and the total time of stay in states of readiness and states of non-readiness to complete the task, according to the dependence:

\[
k_{gt} = \frac{\sum_{i=1}^{N} T_G(t)}{\sum_{i=1}^{N} T_G(t) + \sum_{j=1}^{M} T_N(t)}
\]

where:
- \( i \) – number of the operational state determining readiness;
- \( j \) – number of the operational state determining readiness;
- \( \sum_{i=1}^{n} T_G(t) \) – sum of times spent in readiness states;
- \( \sum_{j=1}^{m} T_N(t) \) – sum of times spent in non-readiness states.

The value of effective flight execution, in accordance with Fig. 1 was \( T_0 = 480 \) minutes. The total duration of individual states \( S_i \) were different for each scenario. For this reason, it was necessary to calculate the total presence times of a sample of 16 vehicles in the states \( S_1 - S_7 \) - they are summarised in Table 6.

Table 6. Total presence times of the sample of 16 vehicles in the states \( S_1 - S_7 \) (in minutes).

<table>
<thead>
<tr>
<th>( T_i )</th>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( T_3 )</th>
<th>( T_4 )</th>
<th>( T_5 )</th>
<th>( T_6 )</th>
<th>( T_7 )</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>[min.]</td>
<td>150</td>
<td>540</td>
<td>95</td>
<td>227.65</td>
<td>1004.267</td>
<td>40</td>
<td>343.083</td>
<td>2400</td>
</tr>
<tr>
<td>[%]</td>
<td>6.25</td>
<td>22.5</td>
<td>3.95</td>
<td>9.485</td>
<td>41.84</td>
<td>1.667</td>
<td>14.295</td>
<td>100</td>
</tr>
</tbody>
</table>

The value of the technical readiness factor for a sample of 16 vehicles, calculated on the basis of the total presence times in individual operating states, was \( k_{gt} = \frac{T_4 + T_7}{\sum_{i=1}^{7} T_i} = 0.2378 \) and it was also not very high. Moreover, it was lower (by approx. 14.42%) compared to the value of the readiness index determined on the basis of the value of the limiting probabilities \( K_{gt} = 0.382 \). The differences in interpretation are the readiness factor \( k_{gt} \) reflects the results for the tested sample, its value may understandably vary between samples. The value of the readiness index \( K_{gt} \) is theoretical and represents the probability at infinity to which the readiness factor is predicted to tend. A positive premise is the forecast of an increase in the value of the index \( (k_{gt}) \) to the index value \( (K_{gt}) \) calculated for infinity.

The total presence times of the sample of vehicles in individual states, summarised in Table 6, also present optimisation tips for the readiness index value. According to them, the total times of the vehicle's refuelling cycle have the greatest optimisation potential \( T_5 \) and fuel separation \( T_2 \).

To sum up, the results obtained in this study confirm the validity of the use and effectiveness of Markov processes for the analysis and assessment of basic reliability indexes (including readiness). The obtained results show that in military systems, generally high values of the object readiness are not required or achievable in all processes. The above proposition is documented by the relatively low values of the coefficient and
readiness index of vehicles supplying aviation fuel to aircraft during combat flights obtained in this study. Their values result from the planned organisation of the process under study, containing necessary states that are at the same time undesirable because they ultimately reduce the readiness of the object. Despite the relatively low readiness, the vehicles effectively ensure the continuity of aviation fuel supplies to aircraft. This is due to maintaining equipment redundancy (in practice, a surplus number of such vehicles is kept on duty during combat flights), as described in more detail in [52].
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