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Highlights  Abstract  

▪ Wasserstein Distance- EEMD is proposed to 

improve the weights of the node graph. 

▪ Multi-head AE is used in GAT to enhance the 

stability of the attention-learning process. 

▪ The average classification accuracy of 99.55% 

is obtained in different working conditions. 

 Traditional fault diagnosis models often overlook the interconnections 

between segments of vibration data, resulting in the loss of critical 

feature information. Additionally, the vibration signals of rolling 

bearings exhibit non-linear behaviors during operation. Therefore, an 

efficient fault diagnosis model tailored for rolling bearings is proposed 

in this paper. In the proposed model, the 1D vibration signals are first 

preprocessed using ensemble empirical mode decomposition (EEMD). 

This technique generates multiple intrinsic mode functions (IMF) as 

individual nodes. The percentage distance between each node is 

calculated using the Wasserstein distance (WD) to capture the 

relationships between nodes and use it as the edge weights to construct 

a node graph. This unique approach enhances the transformation of 1D 

vibration signals into a node graph representation, preserving important 

information. An improved multi-head graph attention network (MGAT) 

model is established to extract features and perform classification on the 

node graph. This MGAT model effectively utilizes the relationships 

between nodes and enhances the accuracy of fault diagnosis. The 

experimental results demonstrate that the proposed method achieves 

higher accuracy compared to similar models while requiring less 

processing time. The proposed approach contributes significantly to the 

field of fault diagnosis for rolling bearings and provides a valuable tool 

for practical applications. 
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1. Introduction 

With the rapid development of modern science and technology, 

enterprises are striving towards high-quality development. In 

the field of rotating machinery, rolling bearings are widely used 

and bear important production and safety responsibilities. 

However, occasional failures in certain parts of rolling bearings 

caused by harsh environments (such as high temperature, 

humidity, high speed, and heavy loads) can disrupt the normal 

operation of mechanical systems and pose economic losses and 

safety hazards to enterprises 1. Therefore, identifying fault 

states and accurately diagnosing fault categories in rolling 
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bearings are of significant importance 2. 

In recent years, due to its powerful data processing 

capabilities, deep learning (DL) has demonstrated remarkable 

performance in various fields such as natural language 

processing, computer vision, speech recognition, and healthcare 

34. Consequently, deep learning-based approaches for 

mechanical fault diagnosis have gradually become a hot 

research topic among domestic and international researchers, 

yielding many achievements 57. However, traditional deep 

learning models based on 1D vibration signals tend to overlook 

the relationship between feature information extracted from 

each signal segment, limiting the performance of subsequent 

diagnostic models 8. Zhao et al. 9 introduced a method that 

converts 1D vibration signals into 2D grayscale images using a 

sliding window technique. They utilized convolutional neural 

networks (CNNs) to extract features from the transformed 

images, enabling effective fault classification. Chen et al. 10 

recognized that the sensor signals and their interactions in 

industrial processes can be represented as graphs with nodes and 

edges. The authors converted sensor signals into heterogeneous 

graphs with multiple edge types and employed attention 

mechanisms to learn adaptive edge weights. The authors 

employed independent graph neural network blocks to extract 

fault features from subgraphs of each edge type, followed by a 

weighted sum function to cascade or fuse the features, resulting 

in the final graph embedding. Zhou et al. 11 expanded the 1D 

sensing signal into 2D matrices by minimizing multiscale 

permutation entropy and encoding it into gray Euclidean 

distance plots, enriching the information of fault samples. Wang 

et al. introduced a novel spatio-temporal GNN with an 

attention-aware module to learn weights flexibly and model the 

importance and correlation of individual sensors 12. The 

authors demonstrated the scientific and accurate multi-source 

information fusion using a wind turbine dataset. Yuan et al. 13 

aimed to explicitly capture the features of vibration signals and 

explore the relationships between signals. They combined the 

strong feature representation capability of graph attention 

networks with the recursive nature of non-linear time series to 

transform vibration signals into recursive graphs. Moreover, the 

authors proposed a multi-kernel Gaussian symmetric graph 

attention mechanism to obtain the Hilbert space distribution 

between neighboring nodes. The effectiveness and superiority 

of the proposed method under strong noise samples were 

validated using a wheel-bearing dataset. 

However, the above mentioned fault diagnosis models often 

overlook the interconnections between different segments of the 

sample 1415. Consequently, critical feature information may be 

lost. Moreover, it should be noted that the vibration signals of 

rolling bearings exhibit non-linear behaviors during operation. 

An efficient fault diagnosis model designed for rolling bearings 

is designed in this paper to address the aforementioned issues 

by combining ensemble empirical mode decomposition (EEMD) 

and a multi-head graph attention network (MGAT). The main 

work of this paper can be summarized as follows: 

(1) A new approach for constructing a node graph using 

EEMD and WD distance is proposed to improve the binary 

weighting relationship between nodes by assigning accurate and 

effective weight values to the edges. 

(2) A multi-head attention mechanism is employed in GAT, 

enhancing the stability of the attention-learning process. The 

accuracy of fault diagnosis is improved in comparison to 

traditional methods by effectively utilizing the relationships 

between nodes. 

(3) The effectiveness of the proposed approach is 

demonstrated through extensive experimentation on the XJ 

dataset. The average classification accuracy of 99.55% was 

obtained after five trials, showcasing its robustness across 

different fault categories under the same working conditions, as 

well as the same fault category under different working 

conditions. 

2. Theoretical Foundations 

2.1. Ensemble Empirical Mode Decomposition 

The empirical mode decomposition (EMD) is a data-adaptive, 

multi-resolution technique used to decompose signals into 

physically meaningful components proposed by Huang in 1998 

16. It is capable of handling non-stationary and non-linear 

signals. The method recursively decomposes the original signal 

into components with different resolutions, referred to as 

intrinsic mode functions (IMF). IMFs are a finite set of 

functions obtained from the EMD decomposition of the original 

signal. Each IMF represents a single oscillatory mode that 

satisfies the following two conditions:  

(1) the number of extrema and zero-crossings must be equal 



Eksploatacja i Niezawodność – Maintenance and Reliability Vol. 26, No. 2, 2024 

 

or differ by at most one and  

(2) the average value of the envelope formed by the local 

maxima and minima is zero.  

The intrinsic mode functions characterize the inherent 

oscillatory modes of the signal. The instantaneous frequency of 

each component can be obtained by performing a Hilbert 

transform on each IMF component; the frequency component 

corresponding to any given time point in an IMF is unique. 

Unlike Fourier transform and wavelet transform, which require 

pre-defined basis functions, the empirical mode decomposition 

does not use fixed functions or filters. Based on the 

characteristics of empirical mode decomposition, this method 

has two advantages for decomposing and denoising time series 

data: 

1) EMD is suitable for non-linear and non-stationary 

processes. 

2) EMD is adaptive and does not require the selection of 

predefined basis functions. 

In the theoretical framework of EMD, any complex signal 

can be regarded as a sum of several different and independent 

IMFs. The decomposition steps of EMD are as follows: 

The local maxima points are connected with a cubic spline 

curve to form the upper envelope, and the local minima points 

are connected to form the lower envelope, hence identifying all 

extrema points in the original signal x(t). The upper and lower 

envelopes include all the data points. 

The average values mi(t) of the upper and lower envelopes 

are computed: 

𝑚𝑖(𝑡) = 𝑒𝑚𝑎𝑥(𝑡) + 𝑒𝑚𝑖𝑛(𝑡)/2.  (1) 

The intermediate signal is computed by subtracting the 

average envelope curves from the original signal: 

𝐶1,1(𝑡) = 𝑥(𝑡) − 𝑚𝑖(𝑡).  (2) 

It is determined whether the intermediate signal C1,1(t) 

satisfies the two basic conditions of the IMF. If it satisfies the 

conditions, it is proven that the signal can be considered an IMF 

component. Otherwise, steps (1)-(3) are repeated until the 

conditions are met. 

𝐶1,𝑘−1(𝑡) − 𝑚𝑖(𝑡) = 𝐶1,𝑘(𝑡),  (3) 

𝐼1(𝑡) = 𝐶1,𝑘(𝑡),   (4) 

where 𝐼1(𝑡) represents the highest frequency component of the 

original signal 𝑥(𝑡) ; the remaining component   𝑟1(𝑡)  can be 

obtained by subtracting 𝐼1(𝑡) from the original signal 𝑥(𝑡). 

The second component I2(t) can be obtained by continuing 

the above analysis on the remaining component  r1(t) . 

Subtracting I2(t)  from  r1(t)  yields the remaining component 

 r2(t) . This process is repeated iteratively until the last 

component cannot be further decomposed. The same analysis is 

then performed on the remaining component  r1(t) to obtain the 

second component I2(t) . This process of differencing and 

decomposition continues until the last component cannot be 

further decomposed. 

𝑟1(𝑡) − 𝐼2(𝑡) = 𝑟2(𝑡)       (5) 

      𝑟𝑖(𝑡) − 𝐼𝑛(𝑡) = 𝑟𝑛(𝑡) 

Parameter rn(t)  is considered as the residual component 

once it becomes a monotonic function, indicating the 

completion of the entire EMD process. At this point, the sum of 

all the IMF components and the residual component rn(t) 

equals the original signal x(t): 

𝑥(𝑡) = ∑ 𝐼𝑖(𝑡) +𝑛
𝑖=1 𝑟𝑛(𝑡).  (6) 

The description of the EMD decomposition process is 

shown in Figure 1. 

 

Fig. 1. EMD decomposition process. 

However, despite the wide applicability of EMD and its 

ability to handle signals of various types and trends, it still 

suffers from two main issues: mode mixing and spurious 

components 1718. Signals often have strong background noise 

in real-world working environments, significantly affecting the 
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quality of EMD decomposition. This, in turn, leads to severe 

mode mixing problems, where each IMF contains multiple 

frequency characteristics. Consequently, the IMF is no longer 

independent but exhibits coupling phenomena. These issues 

result in the masking of certain features in the signal 19. 

Wu et al. introduced the Ensemble Empirical Mode 

Decomposition (EEMD) method to mitigate the above 

phenomenon. The EEMD is designed to enhance the 

decomposition quality by introducing white noise to 

homogenize the extrema 20. White noise possesses a uniformly 

distributed spectrum; its addition serves to distribute the signal 

automatically across appropriate reference scales. The 

fundamental concept behind the EEMD method involves 

executing multiple EMDs while superimposing Gaussian white 

noise. This concept leverages the statistical property of 

Gaussian white noise, which exhibits a uniformly distributed 

frequency, to modify the extrema characteristics of the signal by 

adding distinct white noise instances with equal amplitudes 21. 

Subsequently, the resulting IMF obtained from multiple EMD 

iterations is averaged to eliminate the added white noise, 

suppressing mode mixing. The decomposition procedure of 

EEMD can be summarized as follows: 

1. The total number of iterations is set to M. 

2. A white noise signal 𝑛𝑖(𝑡)  with a standard normal 

distribution is added to the original signal 𝑥(𝑡) to generate 

a new signal: 

𝑥𝑖(𝑡) =  𝑥(𝑡) + 𝑛𝑖(𝑡),   (7) 

where 𝑛𝑖(𝑡) represents the white noise sequence added in the i-

th iteration, and 𝑥𝑖(𝑡) represents the signal with the additional 

noise in the i-th experiment, where 𝑖 = 1,2, … ,𝑀. 

3. EMD decomposition is performed on the obtained noisy 

signal 𝑥𝑖(𝑡) , resulting in the respective IMF and the 

residual component: 

𝑥𝑖(𝑡) = ∑ 𝑐𝑖,𝑗(𝑡)
𝐽
𝑗=1 + 𝑟𝑖,𝑗(𝑡),  (8) 

where 𝑐𝑖,𝑗(𝑡)  represents the j-th IMF obtained from the 

decomposition of 𝑥𝑖(𝑡)  after adding white noise in the i-th 

iteration; 𝑟𝑖,𝑗(𝑡)  represents the residual function, which 

represents the average trend of the signal. Lastly, J is the number 

of IMF obtained. 

4. Steps (2) and (3) are repeated for M times, each time 

decomposing the signal with a different amplitude of white 

noise added and resulting in a set of IMF: 

𝑐1,𝑗(𝑡), 𝑐2,𝑗(𝑡), … , 𝑐𝑀,𝑗(𝑡), 𝑗 = 1,2, … , 𝐽.  (9) 

5. Ensemble averaging is performed on the corresponding 

IMF mentioned above by utilizing the principle that the 

statistical average of unrelated sequences is zero, resulting 

in the final IMF after EEMD decomposition denoted as: 

𝑐𝑗(𝑡) =
1

𝑀
∑ 𝑐𝑖,𝑗(𝑡)

𝑀
𝑖=1 ,   (10) 

where 𝑐𝑗(𝑡) represents the j-th IMF obtained from the EEMD 

decomposition, where 𝑗 = 1,2, … , 𝐽，𝑖 = 1,2, … ,𝑀. 

The description of the EEMD decomposition process is 

shown in Figure 2.

 

Fig. 2. EEMD decomposition process.



Eksploatacja i Niezawodność – Maintenance and Reliability Vol. 26, No. 2, 2024 

 

2.2. Wasserstein distance  

Wasserstein Distance (WD) is a measure that evaluates the 

minimum cost required to transform the distribution P into the 

distribution Q 22. The value of KL divergence becomes 

meaningless when the two distributions, P and Q, are far apart 

and have no overlap. Consequently, the value of JS divergence 

becomes a constant, leading to a vanishing gradient during the 

learning process.  

WD represents the similarity between two distributions. 

Compared to KL divergence and JS divergence, if two 

distributions have no overlap, WD can still reflect their distance. 

WD measures the minimum average distance required to move 

the data from distribution P to distribution Q, and it is defined 

as: 

𝑊(𝑃, 𝑄) = 𝑖𝑛𝑓𝛾~∏(𝑃,𝑄)𝐸(𝑥,𝑦)~𝑦[‖𝑥 − 𝑦‖], (11) 

where ∏(𝑃, 𝑄)  represents the set of all possible joint 

distributions combining P and Q. Parameter (𝑥, 𝑦)~𝑦  can be 

sampled for each possible joint distribution 𝛾 to obtain a pair of 

samples 𝑥  and 𝑦 ; the distance between samples ‖𝑥 − 𝑦‖  can 

then be calculated. Therefore, the expected value of the sample 

pair distance can be computed under the joint distribution 𝛾 as 

𝐸(𝑥,𝑦)~𝑦[‖𝑥 − 𝑦‖] . Hence, WD can naturally measure the 

distance between discrete and continuous distributions. WD 

provides a measure of distance and a powerful approach to 

transforming one distribution into another, exhibiting stronger 

adaptability in representing different distribution states. 

2.3. Graph Attention Network 

The Graph Attention Network (GAT) is an evolution of the 

Graph Convolutional Network (GCN). While GCN combines 

the features of neighboring nodes and the structure of the graph, 

it limits the generalization ability of the trained model on other 

graph structures. The key difference between GAT and GCN is 

that GAT introduces the attention mechanism, assigning larger 

weights to important nodes 23. GAT is a new neural network 

architecture based on graph-structured data. Compared to 

traditional neural networks, GAT considers the relationships 

between data when processing input data, allowing it to capture 

and handle the correlations between data more accurately. GAT 

utilizes a hidden self-attention layer to address the limitations 

of graph convolutional methods 24.  

In GAT, the attention layer can be either a single layer or 

multiple layers. In this paper, multiple graph attention layers are 

constructed. The input node features are denoted as ℎ =

{ℎ1
⃗⃗⃗⃗ , ℎ2

⃗⃗⃗⃗ , … , ℎ𝑁
⃗⃗ ⃗⃗  , ℎ𝑘

⃗⃗⃗⃗ ∈ 𝑅𝐹} , where N represents the number of 

nodes and F represents the number of features for each node. 

After passing through the attention layer, a new set of node 

features ℎ′ = {ℎ1
⃗⃗⃗⃗ 

′
, ℎ2
⃗⃗⃗⃗ 

′
, … , ℎ𝑁

⃗⃗ ⃗⃗  
′
, ℎ𝑘
⃗⃗⃗⃗ 

′
∈ 𝑅𝐹′

} is generated. During 

this process, the number of features for each node may change. 

After applying a linear transformation to convert the input 

features into higher-order features, the attention mechanism is 

used to assign weights to each node: 

𝑒𝑖𝑗 = 𝜕(𝑊ℎ⃗ 𝑖,𝑊ℎ⃗ 𝑗).   (12) 

In the graph attention layer of GAT, the symbol 𝜕 represents 

a shared attention mechanism, 𝑒𝑖𝑗  represents the attention 

coefficients indicating the importance of node j's features to 

node 𝑖, and 𝑊 represents the learned weight matrix. 

In general, GAT allows each node to participate in the 

computation of other nodes. Not all nodes in the node graph are 

first-order neighbors. If only first-order neighbors are 

considered, it would make the coefficients easily comparable 

between different nodes. Then, all j options are normalized 

using the softmax function: 

𝜕𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑗(𝑒𝑖𝑗) =
𝑒𝑥𝑝 (𝑒𝑖𝑗)

∑ 𝑒𝑥𝑝 (𝑒𝑖𝑘)𝑘∈𝑁𝑖

.  (13) 

In GAT, the attention mechanism 𝜕  is a single-layer feed-

forward neural network and is parameterized by a weight vector 

𝑎 ∈ 𝑅2𝐹′
 . It uses the LeakyReLU activation function with  

a negative slope of 0.2 for nonlinearity. When fully expanded, 

the coefficients computed by the attention mechanism can be 

represented as follows: 

𝜕𝑖𝑗 =
𝑒𝑥𝑝 (𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑎⃗ 𝑇[𝑊ℎ⃗⃗ 𝑖‖𝑊ℎ⃗⃗ 𝑗]))

∑ 𝑒𝑥𝑝 (𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑎⃗ 𝑇[𝑊ℎ⃗⃗ 𝑖‖𝑊ℎ⃗⃗ 𝑗]))𝑘∈𝑁𝑖

,  (14) 

where ‖  represents the concatenation operation, and 𝑇 

represents the transpose operation. The final output feature 

vector for each node is obtained through a non-linear activation 

function after calculating the corresponding linear combination 

of features and obtaining the normalized attention coefficients. 

The final output feature vector can be represented as follows: 

ℎ⃗ 𝑖
′
= 𝜎(∑ 𝜕𝑖𝑗𝑗∈𝑁𝑖

𝑊ℎ⃗ 𝑗).  (15) 

The multi-head attention mechanism is beneficial for 

making the learning process of attention more stable. The 

working principle is illustrated in Figure 3. K-independent 
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attention mechanisms are used to concatenate the results output 

from the equation mentioned earlier, which can be represented 

as follows: 

ℎ⃗ 𝑖
′
= ‖𝑘=1

𝐾 𝜎(∑ 𝜕𝑖𝑗
𝑘

𝑗∈𝑁𝑖
𝑊𝑘ℎ⃗ 𝑗),  (16) 

where 𝜕𝑖𝑗
𝑘   represents the normalized attention coefficients 

calculated by the k-th attention mechanism and 𝑊𝑘  is the 

weight matrix for the corresponding input linear transformation. 

 

Fig. 3. multi-head graph attention mechanism. 

3. The proposed Method 

The proposed method, EEMD-WD-GAT, first samples the 

collected vibration signal by sliding a window to increase the 

number of samples and avoid the endpoint effect problem in 

EMD. Then, the collected samples are decomposed into 

multiple IMFs as nodes by performing EEMD. The feature 

vectors of each IMF are constructed to represent the information 

of each IMF. The weights of edges between each node are 

determined using the WD percentage to measure the 

relationship between each node, forming structurally complete 

node graphs for each sample. These node graphs are divided 

into training, validation, and test sets. Then, a multi-head GAT 

model is constructed, trained, and validated using the data from 

the training and validation sets. Finally, the model’s 

performance is tested using the node graphs from the test set. 

3.1. EEMD-WD build node graph 

The node graph serves as a representation that encapsulates the 

features of individual nodes and characterizes the relationships 

among each distinct node, offering a comprehensive depiction 

of the hierarchical features of the samples and delivering high-

quality inputs for subsequent tasks. 

In this section, the initially collected 1D vibration signals 

undergo a sampling procedure using a sliding window to obtain 

discrete samples. Subsequently, the collected samples are 

subjected to the EEMD process to derive the Intrinsic Mode 

Function (IMF) for each individual sample. Next, the feature 

vectors for each IMF are formulated as node features. The 

Wasserstein Distance (WD) percentage between each IMF is 

computed to determine the edge weights. This process defines 

the constituent nodes and edges of the node graph, as illustrated 

in Figure 4.  

 

Fig. 4. The process of building a node graph. 

The construction of the node graph proceeds as follows: 

1. Appropriate sliding window size and sliding step size are 

selected based on the length and characteristics of the 

collected 1D vibration raw signal to sample the raw signal. 

The specific parameters for sliding window sampling are 

shown in Table 3, and the process is illustrated in Figure 5. 

Table 1. Bearing failure classification and failure information. 

Original 

signal length 

Windows 

number 

Windows 

size 
step 

32768 100 2048 360 

2. Performing EEMD on the collected samples yields the 

IMF components for each sample. The kurtosis, slope ratio 

at the zero crossing 25, and energy of each IMF are 

selected to construct the feature vector Q for the node. 

𝑄 = {𝑞𝑑, 𝑠𝑟, 𝐸}.   (17) 
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3. The distance between each IMF component in the sample 

was calculated using WD. The distance was converted to 

a percentage share value and then subtracted from that 

value by one as the weight of the edges in constructing the 

node graph. 

𝑔 = 1 − (
𝑤𝑑𝑖𝑗

∑ 𝑤𝑑𝑖
𝑁
1

⁄ ),  (18) 

where 𝑤𝑑𝑖𝑗  denotes the WD value between nodes i and j, and N 

denotes the number of nodes in the node graph.

 

Fig. 5. The schematic diagram of sliding window sampling.

3.2. Fault diagnosis model construction 

The basic framework of the GAT network consists of graph 

filtering layers and non-linear activation layers. Depending on 

the specific downstream classification task, the output of the 

graph filtering layer can be used as input for other specific 

layers. In this paper, the GAT model takes the entire node graph 

as input to generate new representations; then, it uses these 

representations to train the classifier for the node graph. The 

specific process is as follows: 

1. The parameters of the GAT model are initialized based 

on the node graph constructed in the previous steps. 

2. The GAT model is pre-trained using the training set 

samples, and the network model parameters are 

updated through backpropagation using the output 

error obtained from the validation set. 

3. Softmax classification function is employed to 

backpropagate the error obtained in Step 2 and update 

the model parameters using the Adam optimizer. 

Cross-entropy is selected as the loss function and 

iterated multiple times until the loss function reaches 

its minimum value, achieving the best performance of 

the GAT model. Then, the test set is input into the GAT 

diagnosis model to complete the fault diagnosis of the 

rolling bearing. 

The rolling bearing fault diagnosis model based on EEMD-

WD-GAT is shown in Figure 6.

 

Fig. 6. The schematic diagram of the EEMD-WD-GAT model.
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4. Case study 

4.1. XJTU-SY dataset 

The LDK-UER204 rolling bearing fault dataset, which was 

acquired from a collaborative laboratory formed by Xi'an 

Jiaotong University and Shenyang Technology Company, is 

used in this study. The bearing's parameters are detailed in Table 

2. The experimental arrangement comprises an AC motor, a 

motor speed controller, an accelerometer sensor, a shaft, a 

hydraulic loading system, and the test bearing, as shown in 

Figure 7. 

Table 2. Bearing failure classification and failure information. 

Parameters Value Parameters Value 

Inner ring raceway diameter 

/mm 
29.30 Ball number 8 

Outer ring raceway 

diameter/mm 
39.80 contact angle /(°) 0 

Ball diameter /mm 7.92 
Basic dynamic load rating 

/N 
12820 

This experimental setup can conduct accelerated life tests 

for various types of rolling bearings under different operating 

conditions. The setup allows adjustment of radial load and 

speed. Acceleration signals in the horizontal and vertical 

directions of the rolling bearing were collected using an 

accelerometer sensor. The sampling frequency was 25.6 kHz, 

the sampling interval was 1 min, and the sampling time per 

measurement was 1.28 s. Vibration signals of four fault types, 

including inner race fault, outer race fault, cage fault, and mixed 

fault, were collected under three different operating conditions. 

The specific parameters for each fault type are shown in Table 

3.  

In this study, the vibration signals in the horizontal direction 

were selected as the raw data. The EEMD-WD-GAT model 

proposed in this study was used to classify the fault categories 

under each operating condition and validate its classification 

capability. In addition, the EEMD-WD-GAT model was applied 

to handle fault categories across different operating conditions 

and verify its performance in different condition fault diagnoses 

26. 

4.2. Parameterization of GAT model 

In this paper, the number of attention heads is set to four, the 

number of iterations of the model is 400, the initial learning rate 

is 0.0001, and the Adam adaptive optimizer is used as the 

algorithm to optimize the parameters of the model. The number 

of samples processed in each batch is eight, and the batch 

normalization and activation function operations are carried out 

on each layer of the network. Lastly, the value of dropout is set 

to 0.6 during training to hide a part of the error weights and 

prevent the model from overfitting. The node graphs 

constructed according to EEMD-WD have a feature dimension 

of 8 × 3 for each node graph. 

 

Fig. 7. The bearing test experiment setup of XJTU-SY. 
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Table 3. Bearing failure classification and information. 

 angular velocity Load Fault one Fault two Fault three 

LU-1 2100 rpm 12 kHz Inner Cage Inner and Outer 

LU-2 2250 rpm 11 kHz Inner Outer Cage 

LU-3 2400 rpm 10 kHz Outer Inner Inner and Cage 

4.3. Experimental validation and analysis 

4.3.1. Validating the model under the same conditions 

In this part, the three types of faults of LU-3 are analyzed. For 

each type, 3000 node graphs are selected to divide the training 

set, validation set, and test set according to the ratio of 8:1:1, 

labeled as dataset B-0. Then, 100 and 200 inputs from the 

validation set and the test set are selected into the training set 

for training, labeled as dataset B-100 and B-200, respectively. 

The training set is trained according to the model parameters 

and verified on the validation set. The optimal weight 

parameters are saved and passed to the test set, and the model is 

verified on the test set. Simultaneously, this paper also 

establishes three fault diagnosis models as comparison models 

to verify the advantages of the model proposed in this paper. 

The specific parameters of the three types of models are set as 

follows: 

(1) EEMD-SVM: The regularization factor is set to 1.5, 

and the radial basis kernel function is used. 

(2) EEMD-CNN: The EEMD process of the original signal 

is consistent with the one proposed in this paper. A two-layer 

CNN model with 16 and 32 convolutional kernels in 

convolutional layer 1 is set up. The sizes of the convolutional 

kernels are both 2 × 1 with a step size of 1, and the sizes of the 

pooling layer 1 and the pooling layer 2 are 2 × 1 with a step size 

of 2. Softmax is used as the activation function, the fully 

connected layer serves as a classifier, and the model is iterated 

200 times. 

(3) EEMD-WD-GCN: The node graph is constructed 

using EEMD-GCN, a two-layer GCN model is designed, and 

ReLU is used as the activation function for each layer. The 

output of the first layer is 8 × 16, and the output of the second 

layer is 8 × 32 . Adam adaptive optimizer is used as the 

algorithm to optimize the parameters of the model. The number 

of samples processed in each batch is 8, softmax is used as the 

activation function, the fully-connected layer is used as a 

classifier, and the model is iterated 200 times. 

The training and validation loss values of the model under 

the LU-3 same operating conditions dataset and the accuracies 

of the training and validation sets are shown in Figure 8.

  

             (a) loss function curve                                         (b) accuracy curve 

Fig. 8. The training result of EEMD-WD-GAT model. 

According to the analysis of the loss value and accuracy of 

the model on the training and validation sets, the loss function 

value of the model on the training and validation sets is stable 

at approximately 1.04 and 0.42, respectively. The accuracy is 

stable at roughly 98.28% and 86.34%, and the loss value of the 

training set of the model is higher than that of the validation set, 

indicating that the model achieves the expected results. 

The accuracy was calculated in the test sets B-0, B-100, and 

B-200 using the three comparison methods and the proposed 

model, respectively; the specific results are shown in Table 4 
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and Figure 9. 

According to the analysis of the distribution results of the 

classification accuracy, EEMD-WD-GAT achieved the best 

results in different test sets. The model’s accuracy was improved 

by 9.72% over the comparative method (EEMD-SVM) when no 

samples from the test set were involved in the training. 

Moreover, there was an improvement of 8.47% in the accuracy 

of the model when 200 samples were involved in the training, 

and the classification accuracy reached 99.55%, accomplishing 

the downstream classification task. The confusion matrix of 

EEMD-WD-GAT in the B-0, B-100, and B-200 test sets is 

shown in Figure 10. 

Table 4. Accuracy results on the test set under different methods. 

Method 
Classification accuracy (%) 

B-0 B-100 B-200 

EEMD-SVM 0.8626 0.8948 0.9108 

EEMD-CNN 0.8764 0.9025 0.9368 

EEMD-WD-GCN 0.9149 0.9522 0.9633 

EEMD-WD-GAT 0.9598 0.9866 0.9955 

 

Fig. 9. Accuracy results on the test set under different methods. 

   

 (a) B-0                                                          (b) B-100                                                        (c) B-200 

Fig. 10. The confusion matrix of EEMD-WD-GAT.

4.3.2. Validation of model generalization ability under 

different conditions  

In this part, the outer ring faults under LU-1, LU-2, and LU-3 

are analyzed under different conditions. Three thousand node 

graphs are selected as samples for each class, and the training, 

validation, and test sets are divided according to the ratio 

column of 8:1:1, labeled as dataset B-0. Then, 100 and 200 

inputs from the validation set and the test set, respectively, are 

selected as the training set for training, labeled as dataset B-100 

and B-200, respectively. The training set is trained according to 

the model parameters and validated on the validation set. The 

optimal weight parameters are saved to be passed to the test set, 
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and the generalization ability of the model is verified on the test 

set. Validation is performed on the three comparative methods 

proposed in the previous stage and the method proposed in this 

paper. 

According to the analysis of the loss value and accuracy of 

the model on the training and validation sets, the loss function 

value of the model on the training set and validation set is stable 

at about 1.03 and 0.64, respectively. The accuracy is stable at 

approximately 96.36% and 81.67%, respectively. Moreover, the 

loss value of the model's training set is higher than that of the 

validation set, indicating that the model achieves the expected 

results. The training and validation loss values of the model 

proposed in this paper under three different working conditions, 

the accuracy of the training set, and the validation set are shown 

in Figure 11.

  

                       (a)  loss function curve                                                    (b) accuracy curve 

Fig. 11. The training results of EEMD-WD-GAT model different conditions.

The accuracy was calculated using the three comparison 

methods and the model proposed in this paper in the test sets B-

0, B-100, and B-200. The specific results are shown in Table 5 

and Figure 12. 

Table 5. Classification accuracy on the test set under different 

methods. 

Method 
Classification accuracy (%) 

B-0 B-100 B-200 

EEMD-SVM 0.7636 0.7725 0.8135 

EEMD-CNN 0.7538 0.7815 0.8026 

EEMD-WD-GCN 0.8669 0.8733 0.9347 

EEMD-WD-GAT 0.8884 0.9182 0.9955  

Fig. 12. Accuracy results on the test set B-200 under different 

method. 

Under heterogeneous conditions, an analysis of 

classification accuracy distribution reveals that WWMD-WD-

GAT consistently outperforms other models across various test 

sets. Specifically, when no test set samples are included in the 

training data, WWMD-WD-GAT exhibits a remarkable 12.48% 



Eksploatacja i Niezawodność – Maintenance and Reliability Vol. 26, No. 2, 2024 

 

increase in accuracy compared to EEMD-SVM. Furthermore, 

even with 200 samples included in the training set, WWMD-

WD-GAT demonstrates a substantial 10.71% accuracy 

improvement, achieving a classification accuracy of 99.55%. 

This performance addresses the downstream classification task. 

The confusion matrix for EEMD-WD-GAT on the B-200 test 

set is shown in Figure 13 to examine the model’s performance 

in detail. 

5. Conclusions 

(1) This paper proposed a new approach for constructing a 

node graph using EEMD and WD distance. The WD distance 

was employed to assess the significance between different 

nodes, while the correlation between signals was used to 

determine the weights of the edges, resulting in an adjacency 

matrix. This new method improves upon the binary weighting 

relationship between nodes by assigning accurate and effective 

weight values to the edges. Consequently, the node graph 

provides high-quality inputs for the GAT model. 

(2) This paper conducted experiments on datasets involving 

different fault categories under the same working conditions, as 

well as the same fault category under different working 

conditions, to validate the efficacy and generalization capability 

of the proposed EEMD-WD-GAT method. The average 

classification accuracy on the XJ dataset achieved an impressive 

99.55% after five trials. This result clearly outperforms the three 

benchmark methods, confirming the validity and generalization 

ability of the proposed method. These findings demonstrate the 

effectiveness and generalization capability of the proposed 

method, establishing its superiority in terms of accuracy and 

stability for fault recognition in rolling bearings. 

   

(a) B-0                                            (b) B-100                                             (c) B-200 

Fig. 13. The confusion matrix of EEMD-WD-GAT in different conditions. 

 

Although this paper has achieved better results in rolling 

bearing fault diagnosis, there are still the following problems 

that need to be further studied and solved: 

(1) Selecting the effective IMFs after EEMD processing 

more reasonably and scientifically with additional scientific and 

rigorous mathematical proof. 

(2) designing a more practical loss function for the 

characteristics of the GAT network model. 

In future research, dealing with the connection between 

node features can be thought of from the following two aspects. 

On the one hand, when the correlation, distance, and entropy 

are discussed from the node features to measure the relationship 

between features, the research considering the distribution of 

features will be more scientific and rigorous.  

On the other hand, the influence of dimension on the 

relationship between node features should be considered. For 

example, after determining the linear relationship between 

features based on exploring the distribution of features, 

indicators such as angles should be added to measure the spatial 

relationship between features. Then, this parameter can be 

combined with the linear relationship to represent the 

relationship between node features in space. 
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