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Highlights  Abstract  

Á A domain adaptive method for aligning multi 

feature spatial distributions is proposed. 

Á A ResNet18_BiLSTM feature extraction 

model  is proposed to reduce signal 

fluctuations. 

Á A soft threshold technique based on attention 

mechanism is proposed for informativeness. 

 Transfer learning (TL) has been successfully implemented in tool 

condition monitoring (TCM) to address the lack of labeled data in real 

industrial scenarios. In current TL models, the domain offset in the joint 

distribution of input feature and output label still exists after the feature 

distribution of the two domains is aligned, resulting in performance 

degradation. A multiple feature spatial distribution alignment (MSDA) 

method is proposed, Including Correlation alignment for deep domain 

adaptation (Deep CORAL) and Joint maximum mean difference 

(JMMD). Deep CORAL is employed to learn nonlinear transformations, 

align source and target domains at the feature level through the second-

order statistical correlations. JMMD is applied to improve domain 

alignment by aligning the joint distribution of input features and output 

labels. ResNet18 combining with bidirectional short-term memory 

network and attention mechanism is developed to extract the invariant 

features. TCM experiments with four transfer tasks were conducted and 

demonstrated the effectiveness of the proposed method. 
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1. Introduction  

Recent years, with the continual development of the machining 

process, the machining complexity and accuracy of products 

have been greatly improved, and the condition of tools during 

processing directly affects the surface quality of products 

processed. In order to obtain high precision machining products, 

it is necessary to establish an effective tool condition monitoring 

(TCM) system [6,18,41]. Generally, a toolôs condition is divided 

into three periods: grinding, steady, and failure. When a new 

tool starts to be used, it needs to go through a short break-in 

phase between the tool and the machined workpiece firstly, 

followed by a slow increase in wear and a long period of steady 

wear. Failure is the final sharp wear stage of the tool until the 

end of its useful life [22]. As the deterioration of the tool wear 

increases, the surface quality of the workpiece decreases. 

Therefore, a great deal of studies have been conducted by many 

researchers on TCM in order to achieve high quality machined 

products [5,8,35,43]. The results show that 10% to 40% of the 

process downtime is caused by tool fault, which often results in 
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50% to 80% of the effective tool life being used [24,39]. 

Therefore, an effective TCM method is of great importance to 

improve productivity, surface quality of machined products and 

cost savings [20]. 

Tool condition is difficult to describe using precise 

mathematical models because it is nonlinear, time-varying and 

continuous in actual industrial scenarios. Since the 1980s, TCM 

has been extensively studied [1], and many effective models 

have been proposed, including statistics, physical, data-driven, 

and hybrid models [16]. Data-driven models have been shown 

significant benefits in dealing with monitoring the tool 

condition due to the independence of the complex physical 

model and the systematic a priori knowledge [11,40]. It can 

effectively extract wear feature information from time or 

frequency domain signals of tools without the need for 

empirical knowledge [28,36]. Guan et al. proposed a method 

based on Hilbert edge spectrum to analyze the wear signals for 

effective feature extraction and achieve accurate classification 

of tool wear conditions [11]. Yan et al. used ResNet18 network 

to fuse the collected signals in multiple channels, which 

effectively improved accuracy in tool wear monitoring [36]. 

Nawrocki et al. utilized vibroacoustic signals obtained from 

spindle bearings in mass production machines in the automotive 

industry to diagnose the spindle and detect wear symptoms [28]. 

Jamshidi et al. employed machine tool spindle current and 

multi-scale analysis for tool condition monitoring [17]. Kasim 

et al. proposed the Z-rotation method to calculate the milling 

tool wear progress index based on variance across signal 

components [19]. Rizal et al. developed an embedded multi-

sensor system on a rotary dynamometer for real-time condition 

monitoring of milling tools [29]. Data-driven based condition 

monitoring methods require a large number of labeled training 

sets to learn the model [4,23], however, in actual machining 

process, machines are usually operating under different working 

conditions, and it is challenging to collect enough labeled 

samples for model training under each working condition  [25].  

Transfer learning (TL) tries to resolve this issue. Li et al. 

proposed an adaptive partial domain approach for implementing 

smart fault diagnosis [15,27,34]. Chen et al. proposed a method 

to calibrate data labels using a TL algorithm, which makes TL 

play a significant role for fault diagnostics of wind turbines [4]. 

Long et al. learned transfer network by aligning the joint 

distribution of multiple domain specific layers across domains 

(JMMD) to make the source and target domain distributions 

more distinguishable [26]. Marei et al. proposed a TL based 

Convolutional Neural Network (CNN) for TCM [27]. Long et 

al. proposed deep adaptation networks (DAN) that apply 

multiple linear kernels to multiple layers of a neural network to 

minimize the MMD [26]. Ross et al. applied transfer learning to 

tool condition monitoring in sustainable machining of nickel 

alloy under variable working conditions [30]. Gudelek et al. 

introduced a long-short-term memory depth multilayer 

perceptron method based on wavelets for tool state monitoring, 

considering operational variability [12]. Unver et al. devised a 

novel transfer learning framework by combining analytical 

solutions with CNN and performed tool milling experiments on 

CNC vertical milling machines to validate the effectiveness of 

the approach [37]. These above literature have partially revealed 

that in the feature extraction process of deep learning, deep 

features can be reduced from cross domain distribution 

differences, but cannot be eliminated [13,31,33,42]. The deep 

features of CNN ultimately transition from general features to 

specific features along the networkôs layer, and the 

transferability of features and classifiers decreases with the 

increase of inter domain differences, although the source and 

target domain features are backward aligned in a specific feature 

space, However, deep networks with multiple layers of feature 

extraction still exhibit changes in the joint distribution of 

features and labels in the activation layer of higher-level 

networks. 

For data-driven methods, TCM is a time series problem that 

captures the nonlinear mapping relationship between the time 

series of previous and future tool conditions during the 

machining process [38]. Although recurrent neural network 

(RNN) can retain the input short-term memory and establish the 

mapping relationship between short-term memory and target 

vector [3], it cannot solve the long-term prediction problem. 

Long Short-Term Memory (LSTM) and Gate Recursive Unit 

Network (GRU), as variants of RNN, can capture long-term 

dependencies between cutting force signals and tool states 

[9,21]. However, due to the complexity of the model, the 

difficulty of training increases sharply with the increase of 

layers, and the demand for training data increases [10]. 

Moreover, performance is also affected by the number of hidden 
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layers and units. 

To solve the above problem, this paper proposes a novel 

multi-feature spatial distribution alignment (MSDA) network 

for TCM under variable working conditions, taking advantage 

of TL to reduce the requirement for feature distribution 

consistency between the training set and the test set, and reduces 

the dependence on labeled samples. A structure based on 

ResNet18 and BiLSTM is constructed for long-term and short-

term prediction of tool conditions to improve the feature 

extraction capability. In order to retain valuable features, the 

extracted features are subjected to an attention mechanism and 

soft thresholding to minimize noise-related information. The 

contributions of this paper are as follows:  

(1) A domain adaptive method for aligning multi-feature 

spatial distributions is proposed to achieve feature 

alignment in the source and target domains, considering the 

joint distribution of features and labels in the deeper levels 

of the aligned neural network. 

(2) A ResNet18_BiLSTM feature extraction model  is 

proposed to extract features from spatial and temporal 

dimensions to reduce the effects of signal fluctuations, in 

which the gradient disappearance and information loss are 

avoided through the residual network and preserve the 

integrity of signal features. 

(3) A soft threshold technique based on attention mechanism is 

proposed to effectively improve the value of information. 

2. Theoretical background  

When the datasets in the source and target domains have 

different feature distributions, traditional supervised learning 

algorithms are often unable to achieve effective classification, 

and domain adaptation is well suited for this situation.  

Since the data in the target and source domains obey the 

probability distributions of P and Q, respectively, and for 

domain adaptation, our goal is to construct a deep neural 

network that classifies unlabeled data in the target domain 

through feature learning that is amenable to transfer, as follows: 

ώ ὼ    ρ 

where ẗ  denotes DNN and ώ  is the output of the model 

prediction; therefore, the purpose of domain adaptation is to 

minimize the target domain risk ‐ with supervision of the 

source data BğŃd! Nie moŨna odnaleŦĺ Ŧr·dğa odwoğania.. 

‐ 0ÒȟḐ  ὼ ώ   ς 

We can write the total domain adaptation loss as̔ 

fl fl ‗fl    σ 

where fl  is the maximal cross-entropy loss, ‗  is the trade-off 

parameter, fl  denotes partial loss to reduce the difference in 

characteristics between the two domains: 

fl ȟ ᶰ꜠ В ײ ÌÏÇὼ  τ 

where ╬ is the count of all possible labels and  is the indicator 

function.

 

Fig. 1. The overall framework of the methodology proposed in this paper.
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3. Proposed method  

The model proposed in this paper which uses several recently 

monitored sequential tool wear values to track the current 

condition of tool, while adding the proposed MSDA domain 

adaptive method, which can effectively perform monitoring of 

the condition of the tool under variable working conditions 

within the real machining process, which is important for 

achieving high precision part size machining and avoiding part 

scrap. 

The tool's condition monitoring modules mainly include 

feature extraction, feature normalization, design of 

Attention_ResNet_BiLSTM deep learning model, design of 

MSDA domain adaptive network, etc. The flow chart of the tool 

condition monitoring model designed in this paper is shown in 

Figure 1.  

3.1 Multi-feature spatial distribution alignmentMSDA 

The approach of Deep CORAL is analogous to that of , DAN 

and Reverse Grad [14] methods, it adds another loss (CORAL 

loss) with the aim of minimizing the variance of the learned 

covariance matrix across domains, which is analogous to that of 

mini-mizing MMD in the case of a polynomial kernel, but it's 

more potent than DDC (which merely aligns the means of the 

sample) and more amenable to optimization than DAN, the 

ReverseGrad algorithm. It is easy to optimize, and its most 

salient feature is that it can be seamlessly integrated across 

different deep learning layers or architectures. For example, in 

the case of MMD and MK-MMD [7], solve the domain 

adaptation problem by considering the difference between the 

edge distributions ὖὢ   and ὗὢ   of the target and source 

domains, but do not take into account the joint distribution 

alignment of ὖὢȟὣ , ὗὢȟὣ  of the deeper layers of the 

neural network. Many papers have also found that the 

distribution differences can be reduced, but do not disappear, 

means that the differences in joint distribution still exist in 

higher levels of the neural network despite the fact that the 

source and target domain data is fed and passed through a deep 

network with multi-layer feature extraction. 

Our method takes advantage of the advantages of Deep 

CORAL and JMMD, and offers the MSDA method applicable 

to monitoring the condition of tools under varying working 

conditions, the principle of which is shown in Figure 2. Firstly, 

in order to realize the alignment of the second order statistics 

and to initially approximate the distribution of the source and 

target domain features in the feature space is shown, we take 

advantage of the powerful compatibility of Deep CORAL and 

insert it into the shallower layer of the neural network in order 

to learn some sort of non-linear source and target domain 

transformations in the initial model stage. We insert JMMD into 

a deeper layer of the neural network, using the feature vectors 

already aligned by Deep CORAL as the input of JMMD, and 

use embedding in Hibert space to measure the distance from the 

joint distribution ὖὢȟὣ, ὗὢȟὣ, but JMMD differs from 

MMD in that it imposes a uniform JMMD uses non-uniform 

weights, which captures the interaction between the different 

variables of the joint distribution ὖὢȟὣ, ὗὢȟὣ, and takes 

a step closer to the distance between the two domains in the 

feature space.

 

Fig. 2. Process of Multi-feature spatial distribution alignment.
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3.1.1 Correlation Alignment for Deep Domain Adaptation  

Methods like MK-MMD and other domain adaptation 

approaches often perform feature alignment at the last layer of 

a neural network, which is more suitable for aligning overall 

feature distributions. On the other hand, the Deep CORAL 

method allows for consideration of feature representations at 

different layers by measuring the CORAL distance at arbitrary 

layers, enabling multi-layer feature alignment. Therefore, in this 

case, we choose Deep CORAL to achieve multi-layer feature 

alignment during the domain adaptation process. Its advantage 

lies in the fact that deep neural networks can learn feature 

representations with different semantic information and 

abstraction levels at different layers. Through multi-layer 

alignment, Deep CORAL can better capture the relationships 

between the source and target domains and align features at 

different abstraction levels. This facilitates the extraction of 

more diverse and robust feature representations, thereby 

improving the performance of domain adaptation. 

CORAL loss was first proposed by Sun et al. with the aim 

of align the second order statistics of source domain data and 

feature distributions of target domain data in order to achieve 

domain adaptation. Deep CORAL loss is defined as the distance 

between the second order statistics of the features in the source 

domain and those in the target domain, and Deep CORAL is 

expressed by the formula [32]̔  

fl#/2!, ᷆᷆ὅ ὅ᷆᷆  υ 

where ὅ  and ὅ  denote in terms of the two dataset domains 

covariance matrices, respectively, Ὠ  is the dimension of each 

samplĕ ᷆ẗ᷆  denotes the Frobenius norm between the 

covariance matrices. 

ὅ  ὢὢ ὢ ὢ

ὅ  ὢὢ ὢ ὢ

 φ 

where  denotes a column vector whose elements are all equal 

to 1. 

3.1.2 Joint Maximum Mean Discrepancy 

To introduce JMMD, we first introduce the concept of MMD, 

and many current methods implement domain adaptation by 

measuring the difference between the edge distributions ὖὢ  

and ὗὢ   of the source and target domains [2]. Maximum 

Mean difference (MMD), a two-core sample statistic, has been 

used extensively to measure the distribution of edges between 

ὖὢ  and ὗὢ . However, MMD does not resolve the offset 

arising from the joint distribution ὖὢȟὣ, ὗὢȟὣ between 

the input and output, so the Hilbert space embedding is used to 

measure the distance between the joint distributions ὖὢȟὣ 

and ὗὢȟὣ  between the source and target domains. The 

resulting distance metric becomes the joint maximum mean 

difference (JMMD) with the following equation̔ 

fl ὖȟὗ ᷆
᷆ ṧ

ȿȿ
‰ ᾀ ṧ

ȿȿ
‰ ᾀ ᷆

᷆
ṧ ꞊

           χ 

where ὒ  is the set of top-level networks, ȿὒȿ  is the number of 

layers of the matching set, ᾀ denotes the ὰ-th level activation 

generated in the source domain, and ᾀ the ὰ-th level activation 

generated in the target domain.

 

Fig. 3. Attention_ResNet_BiLSTM model.
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3.1.3 MSDA loss definition 

Inspired by Deep CORAL and JMMD alignment domain offsets, 

we designed the MSDA loss to first aligning the distributions of 

features in the two dataset domains via second order statistical 

alignment, and then aligns the joint distribution of features and 

labels in deeper layers of the neural network through the joint 

maximum average difference, with the MSDA loss function as 

follows: 

fl-3$!  ᷆᷆ὅ ὅ᷆᷆  ᷆
᷆ ṧ

ȿȿ
‰ ᾀ

ṧ
ȿȿ
‰ ᾀ ᷆

᷆
ṧ ꞊

 fl#/2!, fl              ψ 

We add it to the loss function to achieve domain adaptation 

for feature transfer between the target and source domains, as 

can be seen above, and the final loss function is set: 

fl fl fl-3$! fl  fl#/2!,  fl          ω 

As can be seen from the MSDA loss formula, the training 

process contains two trade-off parameters  and . These two 

trade-off parameters have an important impact on the accuracy 

of MSDA, and we will determine the settings of these two trade-

off parameters based on specific experimental data in Section 4. 

3.2 Attention_ResNet_BiLSTM model 

The key idea behind ResNet is adding directly connected 

channels to the network, the concept of identity short-cuts. The 

prior structure of the network is a non-linear transformation of 

the performance data, while identity shortcuts keep some 

percentage of the output from previous layers of the network 

that decrease the number of computations and parameters, and 

the gradient disappearance does not occur. BiLSTM employs 

forward and reverse bidirectional operations to improve 

learning of sequence features from known time series and 

reverse position sequences. Combining the advantages of 

ResNet and BiLSTM, a soft thresholding ResNet_BiLSTM 

deep learning model is proposed to be used as a feature extractor 

for milling tool condition monitoring, the principle of which is 

shown in Figure 3. The residual block in ResNet_BiLSTM 

differs from traditional residual network (Figure 4) in that it 

uses soft thresholding to remove noise-related features, and the 

attention-based mechanism of a soft thresholding layer is 

inserted in the form of a nonlinear into the the residual block, 

and the values of the thresholds can be automatically learned 

during the training of the network, as described in the following 

sections. It is found that the computation time increases when 

the complexity of the residual blocks increases and under 

different task conditions, the robustness of the model decreases 

slightly.  

Therefore, we have designed the ResNet_BiLSTM model, 

where BiLSTM serves as the temporal encoder built upon the 

prior knowledge of ResNet. By leveraging the excellent feature 

extraction capabilities of ResNet and the temporal modeling 

abilities of BiLSTM, this model effectively explores the 

spatiotemporal features of the signal, thus improving the 

accuracy and robustness of vibration signal diagnosis. In this 

model, ResNet acts as the frontend feature extractor to capture 

local features from the vibration signal. The extracted feature 

sequence is then mapped into the feature representation of 

BiLSTM. Two fully connected layers serve as the input to 

BiLSTM, enabling the modeling and prediction of temporal 

relationships. This further enhances the accuracy and robustness 

of vibration signal diagnosis. 

3.2.1 Traditional residual network 

ResNet is a deep-learning method that has received much 

attention in the past few years [14], and the residual block (RB) 

is its basic building block, as shown in Figure 4, the RB consists 

of two ReLu, two BN, two convolutional layers and a Shortcut 

Connection, the Shortcut Connection is what allows ResNet to 

outperform general ConvNets. In a general convolutional 

network, the cross-entropy error gradient is back-propagated 

layer by layer. By using identity shortcuts, the gradient can 

effectively fluxes to previous layers near the input layer, thus 

allowing for efficient parameter updates. Figure 4, shows the 

general structure of the ResNet, which is made up of one input 

layer, and convolution layers, many RB, a BN, a ReLu, a GAP, 

and outputs fully-connected layers, and serves as the basis for 

further improvements needed in this study.  

3.2.2 Soft thresholding based on attention mechanism 

The cutting force signal collected in the experiment contains 

rich information about the change of tool condition, but there is 

inevitably some noise in the cutting force signal, when the 

model extracts these features from the signal, it is not beneficial 

to monitor the tool condition, in order to retain the valuable 

features to remove the redundancy, these unimportant features 
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may be noticed through the attention mechanism, by soft 

threshold painting to make them zero [7]. thereby enhancing in 

terms of the neural network's ability to extract useful 

information from the cut-off force signal. The traditional soft 

thresholding operation often requires setting filters based on 

human experience, and the setting of filter thresholds requires a 

great deal of expertise. Deep learning changes this way of 

thinking, and instead of needing to think about setting 

thresholds, deep learning uses gradient descent to learn 

automatically, and the formula for soft thresholding is: 

ώ
ὼ † ὼ †
π † ὼ †
ὼ † ὼ †

  ρπ 

where ὼ is the input feature, ώ is the output feature, and † is the 

threshold (a positive parameter). Soft thresholding preserves 

useful negative features by setting the features close to zero in 

the ReLu activation layer to zero. 

The soft threshold is inserted into the residual block as  

a nonlinear layer, as shown in Figure 5. The residual block is 

different from the classical residual block in Figure 4, and there 

is a special module dedicated to learning the threshold in Figure 

5. 

 

Fig. 4. Traditional residual network. 

 

Fig. 5. Residual network with added attention mechanism.

In gradient backpropagation, the absolute value of the feature 

mapping X is first subjected to the GAP operation to obtain a 

one-dimensional vector, which is then passed to the FC layer to 

obtain a scaling parameter, and the end uses the Sigmod 

function to its scaling to (0.1), the range is expressed as̔ 

     ρρ 

where  is the scaling parameter and ᾀ is the output of the FC 

layer, multiply  based on the mean of | ὼ | in order to achieve 

the desired threshold value, and the threshold value is denoted 

as̔ 

† ẗ ÁÖÅÒÁÇÅ 
ȟȟ

ὼȟȟ   ρς 

where † is the threshold value, ὭȟὮȟὧ are the width, height and 

index of the channel of the extracted feature mapping, 

respectively. The iterative process of deep learning can keep the 

threshold value in a reasonable range of values so that the soft 

thresholding not all outcomes will be zero. 

3.2.3 Bi-directional long short term memory 

LSTM is a kind of RNN, RNN was found to have the vanishing 

of gradients, exploding gradients and poor dependencies over 
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long distances in practical application development, so LSTM 

was created. the main body of LSTM is similar to LSTM, and 

the key enhancement is the addition of three gating units to the 

hidden layer for learning long-term memory. The structure of 

BiLSTM is two independent LSTMs with input sequences in 

forward and inverse order are input to the two LSTMs in the 

case of feature extraction, and both output vectors, i.e., together 

with the extracted feature vectors, are sewn together and used 

as the final feature expression for that network.  

Ã ÆṧÃ ṥÉ

ṧ ÔÁÎÈ×Ø 5È Â

È ÏṧÔÁÎÈ Ã
 ρσ 

where,  Æ ,  ÉȟÁÎÄ  π  mean the  input gate forgetting gate, 

ÉÎÐÕÔ ÇÁÔÅ , ÁÎÄ ÏÕÔÐÕÔ ÇÁÔÅ , respectively; Ã ,  È   and È  

mean the long-term memory, short-term memory, and the 

feature information of the previous time series, respectively; Â, 

×, and 5 mean the model parameters to be learned during the 

iterative process, respectively; ṥ and  ṧ denote multiplication 

and addition, respectively. 

The single-layer BiLSTM is actually two LSTMs, one 

forward processing sequence and one reverse processing 

sequence. After processing, the outputs of the two LSTMs are 

stitched together as the output of the BiLSTM, so that the 

obtained feature vector at time t has information between the 

past and the future at the same time, with the following equation̔ 

È Ὢ ×ὼ ×È

È Ὢ ×ὼ ×È

È Ὢ×È ×È

  ρτ 

where È, È, and È denote the moment t, the forward LSTM, 

the reverse LSTM, and the final output of the feature vector, 

respectively. ×  is the weight parameter of the BiLSTM to be 

learned. After the feature vectors are processed by the BiLSTM, 

two double tangent (tanh) functions are stacked as activation 

functions to monitor the current condition. 

3.3 Training setup 

To rationalize the testing process, we trained each model for 160 

iterations, and during the training process, for the first 50 

iterations, we only used model weight-sharing transfer to obtain 

the so-called pre-trained model, and then activated the MSDA 

domain adaptive strategy. The model training and testing 

process alternated, and during the training we used small 

batches of Adam for backpropagation, each batch size equal to 

64, using a "stepwise" strategy as the learning rate decay 

method, with an initial learning rate of 0.001, decaying at 80 

and 120, respectively, multiplied by 0.1. 

3.3.1 Normalization 

Data normalization is a fundamental step in migration learning 

that ensures the input values are within a specific range. It plays 

a crucial role in reducing differences in data distribution 

between the source and target domains, enhancing the model's 

generalization capability, and improving its adaptability to 

target domain data. In this study, we employ Z-score 

normalization, which is calculated using the following equation: 

ὼÎÏÒÍÁÌÉÚÅ 
ÍÅÁÎ 

ÓÔÄ ȟὭ ρȟςȟȣȟὔ  ρυ 

where ὼ is the input data, ὼmean  is the mean of ὼ, and ὼstd  is 

the standard deviation of ὼ. 

4. Experiment verification and research 

4.1. Experimental setup 

The TCM experiments were performed on a CNC (DMTG 

VDL850A) machining center as shown in Figure 6. The 

workpiece material was AISI 1045 steel with dimensions of 

L1300 mm Ĭ W100 mm Ĭ H80 mm. The tools used are three-

flute uncoated carbide end milling cutters with a diameter of 10 

mm and the chemical properties given in Table 1.

 
όŀύ 

 
όōύ 
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Fig. 6. (a) CNC machine (b) data acquisition system (c) tool microscope (d) experimental platform. 

Tab. 1. Chemical properties of workpiece material. 

Carbon (%) Silicon (%) Manganese (%) Nickel (%) Chromium (%) Copper (%) 

0.42~0.50 0.17~0.37 0.50~0.80 ̖0.30 ̖0.25 ̖0.25 

We conducted TCM experiments under four operating 

conditions, each parameter in the experiment can be changed, 

in the machining process of the tool, the cutting force is often 

the most sensitive, and contains a wealth of information about 

the working conditions, and the dynamic cutting characteristics 

of the tool are closely linked to the dynamics of the 

dynamometer, a single dynamometer sensor has the advantages 

over the dynamometer in that it is inexpensive, easy to install, 

does not affect normal processing. We used a Kistler 9139AA 

dynamometer to collect cutting force signals during tool 

machining, as shown in Figure 6, and installed it under the 

workpiece being machined to collect data with a sampling 

frequency set to 12000 Hz. We collected and organized the 

cutting force signals from four simulated experiments to 

generate four experimental data sets, D1, D2, D3, D4 as shown 

in Table 2. 

Tab. 2. Experimental parameters. 

Domain 
Tool 

Number 

Spindle 

Speed(rpm) 

Feed 

speed(mm/min) 

Axia Cut 

Depth(mm) 

D1 1 2300 0.4 400 

D2 2 2300 0.5 450 

D3 3 2400 0.4 450 

D4 4 2400 0.5 500 

The tool and the workpiece in the experiment are dry cutting, 

and the wear and tear of the tool is relatively rapid, we will put 

the tool offline under the industrial microscope after each tool 

stroke to measure the distance of 1.5 meters for each stroke. 

ISO3685-1977 defines tool wear as the VB width of wear on the 

side of the tool, but in the actual experiment, our results indicate 

that the change in tool side wear width is not sufficiently 

obvious for an effective measurement and that measurement 

error is large. In the experiment, we positioned the microscope 

vertically and measured the length of wear on each slide, as 

shown in Figure 8. We took the maximum wear length of the 

tool section as the tool wear standard, VB = Max (VB1, VB2, 

VB3). In our experiments, we found that the tool tends to reach 

the end of life in the tenth stroke, so we performed 10 strokes of 

the tool for each working condition and made offline 

measurements each time, as shown in Figure 9 which shows the 

tool wear variation for the 10 offline measurements. We divided 

the data set into three conditions according to the tool wear 

length, slight wear (VB Ò 0.8 mm), stable wear (0.8 mm < VB 

Ò 1.6 mm), and sharp wear (VB >1.6 mm). Figure 7 shows the 

cutting force signals on the three conditions. 
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Fig. 7. Time domain signals under different wear conditions. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Images of the three conditions of the tool: (a) Slight 

wear (b) Stable wear (c) Sharp wear

 

 

Fig. 9. Wear length variation of the three cutting edges during 

milling. 

4.2 Description of the data set 

According to the experiments, we collected a total of four 

different cutting force signals of milling tools under different 

working conditions, and to test the efficacy of the method 

proposed in this study, we designed four transfer tasks, which 

are task (D1ŕD2), task (D2ŕD1), task (D3ŕD4), and task 

(D4ŕD3), and the left and right of "ŕ" denote the source 

domain dataset and the target domain dataset, respectively, and 

when transfer learning is performed, only the source domain 

data are labeled and the target domain is unlabeled, but data 

from the target domain also participates in training to achieve 

domain adaptation. In our experiments, we collect 1474560 

time points for each working condition, and we directly use the 

measured cutting force signals as the input to the model, with 

each sample set to 1024 time series. When training, we use 80 

percent of the total data set in both the source and target domains 

as the training set and the remaining 20 percent of the data set 

as the test set. 

4.2.1 Selection of cutting force 

In the process of milling tool condition monitoring, we use 

radial cutting force as the input to the model. The radial force is 

one of the primary components of the cutting force and directly 

reflects the interaction between the tool and the workpiece 

during the cutting process. Furthermore, the relationship 

between radial force and tool condition or workpiece material is 

more apparent. Additionally, the variation range of radial force 

is typically larger than that of axial force or tangential force 

because the relative motion between the tool and the workpiece 

primarily occurs along the radial direction during the cutting 

process. Therefore, the radial force exhibits higher sensitivity 

and provides more information for tool condition detection and 

monitoring. 
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4.3 Model hyperparameter analysis 

Grid search is a commonly used method for hyperparameter 

tuning. One of its advantages is its simplicity and intuitiveness. 

By exhaustively searching through predefined ranges of 

hyperparameters, grid search can cover all possible 

combinations in the hyperparameter space, avoiding the 

omission of potential optimal combinations. Another advantage 

of this method is its comprehensiveness, as it explores various 

scenarios in the hyperparameter space, including extreme 

values and boundary cases. This comprehensive search helps 

understand the impact of different hyperparameter values and 

find the best combination of hyperparameters. Additionally, the 

results of grid search provide a set of hyperparameter 

combinations that clearly demonstrate the influence of each 

hyperparameter on the model's performance. This offers 

interpretability and information to guide subsequent 

hyperparameter adjustments. 

As can be seen from Equation 11, the total loss function of 

MSDA contains two trade-off parameters, and the setting of the 

trade-off parameters has an important impact on the transfer 

ability of MSDA. We conduct experiments with D1 by the 

source domain and D2 as the target domain. After conducting 

initial attempts, we take  ŗ [0.08, 1] and  ŗ [0, 0.0000001] 

for domain adaptive experiments, respectively, and draw a 

three-dimensional plot of the accuracy change in the target 

domain, as shown in Figure 10. According to the three-

dimensional plot of accuracy, we can see that the test set 

accuracy of the target domain reaches a maximum of 98.26% 

when  equals to 0.1 and  equals to 0.00001, and the accuracy 

of the target domain is lower when  = 0.2 and  ŗ [0, 0.001]. 

According to the accuracy 3D plot we also found that when the 

value of  is fixed and ɓ is changed, the correct rate changes 

less, and when the value of   is fixed and   is changed, the 

accuracy rate changes significantly, thus indicating that the 

influence of   on the MSDA domain adaption is greater than 

that of . 

 

Fig. 10. The results of model hyperparameter analysis. 

4.4 Results and Discussion 

4.4.1 Attention_ResNet_BiLSTM 

In order to test the efficacy and superiority of our proposed 

model, four transfer experiments were conducted to compare 

several other models, mainly including AlexNet, BiLSTM, 

ResNet18, LeNet, and Attention_ResNet_ BiLSTM, using the 

MSDA domain adaptation framework proposed in. The 

prediction results of the transmission task of TCM are shown in 

The Figure 11 shows that the average classification accuracy of 

the four transmission tasks shows that the 

Attention_ResNet_BiLSTM model has more stable 

performance and can realize the monitoring of the condition of 

the tool under variable working conditions.  

 

Fig. 11. Correctness of different feature extraction models in 

four transfer tasks. 

The reasons are as follows: firstly, the deep feature extraction is 

performed by the residual network, which effectively prevents 

the gradient disappearance phenomenon, information useful to 

tool wear monitoring is then augmented by the attention 

mechanism and soft thresholds, and the redundant information 

is filtered and weakened, and finally the learning of sequence 

features is enhanced by BiLSTM based on the forward and 














