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Highlights  Abstract  

▪ The convolutional neural network (CNN) was 

performed to detect the wear stages of the 

milling tool. 

▪ Short Time Fourier Transform (STFT) was 

applied to signals, and signal spectrograms 

were used to train CNN models. 

▪ Pre-trained CNNs (GoogleNet, AlexNet, 

ResNet-50, and EfficientNet-B0) detected the 

tool wear stage with varying accuracies. 

▪ CNN shows promise for condition monitoring 

of milling operations and detecting tool wear 

stage. 

 CNC milling machines are frequently used in the manufacturing of 

mechanical parts in the industry. One of the most important components 

of milling machines is the cutting tool. Monitoring the cutting tool wear 

is important for the reliability, continuity, and quality of production. 

Monitoring the tool and detecting the stage of wear are difficult 

processes. In this work, the convolutional neural network (CNN), which 

is a deep learning method in which the features are extracted by an inner 

process, was performed to detect the wear stages of the milling tool. 

These stages that define the total lifespan of the tool are known as initial 

wear (IW), steady-state wear (SSW), and accelerated wear (AW). Short 

Time Fourier Transform (STFT) was applied to signals, and signal 

spectrograms were used to train CNN models with different complex 

architectures. Vibration signals, acoustic emission signals, and motor 

current signals from The Nasa Ames Milling Dataset were used to obtain 

the spectrograms. Pre-trained CNNs (GoogleNet, AlexNet, ResNet-50, 

and EfficientNet-B0) detected the tool wear stage with varying 

accuracies. It has been seen that the time duration of model training 

increases as the size of the dataset grows and the network architecture 

becomes more complex. The recommended method has also been tested 

on the 2010 PHM Data Challenge Dataset. CNN shows promise for 

condition monitoring of milling operations and detecting tool wear stage. 
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1. Introduction 

Industrial condition monitoring systems are developing in 

parallel with advancing technology and artificial intelligence 

applications. The effective use of condition monitoring and 

machine learning systems is increasing in machines or 

production facilities where continuous, uninterrupted, and 

error-free operation is desired [6]. Monitoring milling tool wear 

has become day-by-day important in smart manufacturing 

systems to enhance product reliability and efficiency. During 

the machining process, damaged or worn tools can result in  

a poor surface finish on the workpiece and even product 

wastage. Therefore, tool wear is monitored in real-time in smart 

manufacturing. To prevent the negative impact of tool damage 

on the machining process, online monitoring systems can be 

used [46].  

The tool condition changes depending on factors such as the 

speed of cutting, cutting depth, the material of the workpiece, 
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and the geometrical properties of the tool. Taking these 

parameters into account, the tool wear stage can be diagnosed 

in real-time using measurements such as cutting force, vibration 

signal, acoustic emission signal, and spindle motor current 

signal [45]. Vision-based techniques such as the contactless 

optical method, laser scattering pattern, scanning electron 

microscopy, and optoelectronic imaging are also used in the 

investigation and analysis of more complex and unpredictable 

tool faults [44]. Sensors used for measurements such as 

accelerometers, ultrasonic sensors, and current sensors are 

critical components of data acquisition and tool condition 

monitoring systems. Time, frequency, and time-frequency 

domain features are obtained from the signals acquired from 

these sensors, and these features are utilized in the analysis, 

classification, and estimation of the tool wear [41]. With 

different approaches in time or frequency domain analysis of 

signals, features can be extracted manually or automatically 

from experimental data and used in different decision-making 

algorithms to estimate tool conditions [16]. Determining the 

decision-making algorithm is one of the essential phases in the 

condition monitoring of the tool. Algorithms such as Artificial 

Neural Networks (ANNs) [7], Long Short-Term Memory 

Networks (LSTMs) [63], Support Vector Machines (SVMs) 

[37,65], Gaussian Process Regression (GPR) [34], Decision 

Trees [33], Fuzzy Logic [3,13], Genetic Algorithm (GA) [53], 

Hidden Markov Model (HMM) [36], and Adaptive Network 

Based Fuzzy Inference Systems (ANFIS) [56] have been used 

to estimate tool wear. 

There are also deep learning-based methods in which 

features are automatically extracted from signals or images, 

such as Recurrent Neural Networks (RNNs), Deep Multi-layer 

Perceptron, Deep Reinforcement Learning, and Convolutional 

Neural Networks (CNNs) [48]. In recent years, the amount of 

studies on the application of CNN in tool wear estimation has 

increased [55]. Liu et al. [39] conducted a new CNN-

transformer neural network model to obtain a more suitable tool 

wear estimation. In this model, they used the transformer model 

and convolutional neural networks together to obtain condition 

monitoring data such as shear force in parallel. Yin et al. [60] 

performed multi-sensor-based tool wear detection using one-

dimensional CNN and deep generalized canonical correlation 

analysis. Experiments showed that their performed approach 

can acquire sufficient accuracy and real-time implementation. 

Terrazas et al. [51] presented an online tool wear estimation 

method by using condition monitoring for dry milling of steel. 

In their study, they preferred the CNN approach to determine 

flank wear by using cutting force measurements. Cao et al. [12] 

conducted a new intelligent system for tool wear condition 

monitoring by utilizing spindle vibration signals. In this system, 

they combined wavelet frames with CNN. They utilized CNN 

to apply a deep learning approach to 2D vibration images and 

observed that with the integration of wavelet frames and CNN, 

tool wear stages can be effectively diagnosed. Wu et al. [57] 

conducted a CNN tool wear estimation model by using an image 

dataset and utilized a convolutional autoencoder to pre-train the 

network model. They also used the backpropagation algorithm 

integrated with the stochastic gradient descent algorithm to fine-

tune the model parameters. Experimental findings demonstrated 

that the average identification performance of the model is 

sufficient, and the model had the ability to recognition of tool 

wear types. Brili et al. [10] performed automatic identification 

of tool wear based on infrared thermography and CNN, while 

the turning operation. The CNN model automatically 

determines the wear stage of the turning tool by using 

thermographic image data. The accuracy of the classification 

confirmed the adequacy of the proposed method. Aghazadeh et 

al. [2] investigated a powerful milling tool wear estimation 

method by using CNNs. They proposed a mixed feature 

extraction approach based on wavelet time-frequency transform 

and spectral extraction algorithms to concentrate the influence 

of tool wear in the signal and decrease the influence of other 

milling factors. They finally validated their research using 

different datasets. Huang et al. [27] conducted a tool wear 

estimation system in milling operations by using short-time 

Fourier transform (STFT) and CNN by using vibration signals. 

First, image representations of vibration signals were obtained 

by using STFT. These images were then utilized for feature 

extraction to estimate tool wear automatically by using CNN. 

Dai et al. [18] performed a CNN-based monitoring method to 

recognize intermediate anomalies and estimate tool wear in 

aerospace-related multi-stage manufacturing processes. Using 

their proposed approach, they expanded the criteria for 

evaluating anomalous conditions for practical applications and 

increased recognition stability through features. Cao et al. [11] 
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introduced a powerful milling tool wear estimation system by 

using two-dimensional CNN and derived wavelet frames. With 

their proposed methodology, they achieved sufficient 

recognition accuracy and confirmed that the derived wavelet 

frames were effective. Duan et al. [19] conducted a new deep-

learning approach by using the multi-frequency band technique 

and CNN to process signal data and estimate tool wear. In this 

model, signal samples are augmented and wavelet packet 

decomposition is used to get wavelet coefficients in varied 

frequency bands, and CNN is used for precise feature extraction 

from these coefficients. In their study, Bazi et al. [8] proposed  

a new method with CNN and bidirectional long short-term 

memory applications to estimate tool wear while cutting 

operations. To avoid the obstacles of time-consuming manual 

feature fusion, Li et al. [35] conducted a new tool wear 

monitoring approach by using multi-domain feature fusion with 

depth-wise separable CNN. With this method, they obtained 

frequency and time domain features from shear force and 

vibration signals and combined feature tensors. Lim et al. [38] 

enhanced the deep learning regression approach to estimate tool 

wear through features obtained from 2D visual data of the 

workpiece's surface. They compared the models developed 

based on CNN and deep neural networks for predictive 

accuracy. Ambadekar and Choudhari [5] proposed an estimation 

method to estimate the flank wear of the cutting tool with CNN. 

They used carbide inserts as cutting tools in their work and 

carried out the experiments under dry conditions. To detect the 

development of flank wear, visual data of the cutting tool and 

workpiece were acquired at constant intervals by utilizing  

a microscope. Images collected in one of three wear classes, 

low, medium, and high, were used as inputs to the CNN tool 

monitoring model. Bergs et al. [9] investigated a deep learning 

method for 2D visual data processing to determine tool wear 

conditions. Accordingly, they trained a CNN to classify the 

cutting tool wear stages. As a result of the evaluation they made 

with the test dataset, they reached a satisfactory result. Huang 

et al. [28] conducted a new tool wear estimation approach by 

using multi-domain feature fusion with CNN. They showed that 

with this method, the low prediction accuracy seen in manual 

feature fusion can be avoided and the tool state can be predicted 

effectively. Huang et al. [29] used reshaped time series signals 

in another study and presented a multisensory tool wear 

estimation approach by using CNN. Xu et al. [58] improved  

a tool wear estimation system by using a deep learning method 

for industrial applications. They performed multiscale feature 

fusion with CNN and improved the prediction results. Cooper 

et al. [17] conducted a CNN-based tool wear estimation model 

for vertical machining workings by utilizing acoustic emission 

signals. Ma et al. [40] conducted the mechanism of tool wear in 

the milling operations of a titanium alloy. They developed two 

new tool wear estimation models by using deep learning 

utilizing a convolutional bidirectional long short-term memory 

network and a convolutional bidirectional gated recurrent unit. 

Huang and Lee [26] presented a study in which they estimated 

the tool wear formation and roughness of the surface by using 

vibration signals and sound signals with deep learning and 

sensor fusion approaches. The realized design was used for 

online condition monitoring of the tool via an alarm. Zhou et al. 

[64] conducted a tool wear estimation system by using deep 

learning and limited samples of cutting force time series signals. 

The multi-scale edge labeling graph neural network achieved 

more satisfactory accuracy results than CNN-based methods 

with a small number of time series signals. 

In tool wear estimation and remaining useful life studies, 

various selection techniques are required to determine ideal 

features. In the case of using classical algorithms, the features 

are calculated and selected manually. In this case, negativities 

such as computational complexity and errors cause low model 

accuracy and time loss. Deep learning methods such as CNN 

eliminate remove disadvantages and achieve successful results 

even when limited data are used [4]. Deep learning mostly needs 

big data and training time is longer than conventional machine 

learning algorithms. However, it is thought that these 

disadvantages will be overcome with the development of high-

performance computers in the future [59,62].  

Understanding the variation of signals in time and time-

frequency domain is very important in monitoring tool 

condition and detecting wear stage. Because the changes in the 

signals with the wear of the tool manifest themselves in the time 

and time-frequency domain. The model is successful if the 

signals are evaluated effectively and the features are obtained 

error-free and fast. For this reason, the deep learning method 

based on convolutional neural networks, in which features are 

automatically extracted from 2D visual data, will allow us to 
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obtain more successful results than other studies in the 

literature. The wear data collected in the machining process is 

in a non-linear and time-varying form. For this reason, the wear 

process of the tool should be evaluated as stages and the signal 

features of each stage should be classified accordingly. There is 

no study in the literature that considers different wear stages 

holistically. Whether the tool wear pattern is ultimately suitable 

depends not only on accurate results but also on being fast and 

practical. In industrial plants with time pressure and working in 

shifts, tool wear needs to be determined accurately and at the 

right time. There has not been a study in the literature in which 

learning models were evaluated comparatively in this respect. 

In this study, different CNN models were trained for tool 

wear stage estimation using vibration data, acoustic emission 

data, and motor current data in The Nasa Ames Milling Dataset 

[21]. In the proposed method, STFT was applied to all signal 

data and 2D spectrograms were obtained. The tool wear stages 

are designated as the initial wear stage (IW), steady state wear 

stage (SSW), and accelerated wear stage (AW). Unlike the 

literature, CNN models with different architectures (GoogleNet, 

ResNet-50, AlexNet, and EfficientNet-B0) were trained with 

spectrograms, used for tool wear stage estimation, and 

comparatively examined in terms of complexity, training time, 

testing, and verification performance. Different CNN models 

were also trained for tool wear stage estimation using cutting 

force data, vibration data, and acoustic emission data from the 

2010 PHM Data Challenge Dataset. 

2. Method and Material  

2.1 Tool Wear Mechanism 

During milling, the forces and temperature caused by the 

surface deformation and friction between the tool and the 

workpiece directly affect the milling tool’s life [24,43]. The 

milling tool is also affected by chemical reactions occurring on 

the contact surfaces. As a result, tool wear gradually develops 

due to mechanical (adhesion, abrasion, fatigue, plastic 

deformation, etc.) thermal (thermo-mechanical), and chemical 

(diffusion, oxidation, etc.) factors [47,50]. 

In machining operations with a worn tool, cutting forces 

increase, the surface quality of the workpiece decreases and it 

becomes difficult to manufacture within tolerances. 

Consequently, it is required to detect cutting tool wear on time 

and replace it. Wear types such as flank wear, crater wear, 

groove wear, notch wear, and nose wear can take place on the 

cutting tool. The stage of flank wear (VB) is an important 

indicator for monitoring tool condition and is the best parameter 

for replacement decisions [52].  

The change of tool wear over time can be considered  

a continuous function or it can be evaluated as stages. For this 

reason, in many searches in the literature, tool flank wear is 

evaluated in stages as initial wear (IW), steady state wear 

(SSW), and accelerated wear (AW) [14,42]. The development 

of these stages of the milling tool is not an accidental process. 

Fig. 1 shows the milling operation (a) and tool wear stages (b). 

Accordingly, the first region is the IW stage where wear 

appears. The second region is the SSW stage, in which wear 

progresses at a uniform rate. The third region, in which wear 

takes place at a gradually growing rate, is the AW stage [49].

 

Fig. 1. The milling operation (a) and tool wear stages (b) [16].
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2.2 The NASA Ames Milling Dataset and Experimental 

System 

The Nasa Ames Milling Dataset was used to validate the 

proposed methods in this study. The Nasa Ames Milling Dataset 

was obtained from experimental studies performed under 

different operating conditions. In the experiments, tool wear 

was evaluated with a microscope regularly after any cutting 

operation. Different sensors, namely acoustic emission sensors, 

vibration sensors, and spindle motor current sensors, were 

placed at various locations of the milling machine and used for 

measurements. The collected data were arranged as a Matlab 

struct array and made available for analysis. The experimental 

studies were conducted in a total of 16 cases (166 runs) and the 

flank wear (VB) was measured after the runs in each case. The 

experimental duration was set as 1 s for each run and restarted 

for each experiment [21]. Details on feed, depth of cut, 

workpiece materials, and measurement sensors in the 

experimental studies are presented in Table 1. 

Table 1 Details of the experimental system [21]. 

Case Run 

Cut 

Depth 

(mm) 

Feed 

(mm/rev) 
Materials 

Acoustic 

Emission 

Sensors 

Vibration 

Sensors 

Motor 

Current 

Sensors 

1 to 16 166 0.75-1.5 0.25-0.5 
Steel and 

cast iron 

Spindle and 

table 

Spindle 

and table 
AC and DC 

The details of the data acquisition system are given in Fig. 2. 

 

Fig. 2. Details of data acquisition system [21]. 

The signals from vibration sensors are amplified, filtered, and 

preprocessed before entering the computer. The signals from 

acoustic emission sensors are amplified and preprocessed 

before entering the computer for data acquisition. The signals 

from the spindle motor current sensors are sent to the computer 

without being processed [21]. More information about the other 

constituents of the experimental setup and the data set can be 

found in the cited reference. 

2.3 The 2010 PHM Data Challenge Dataset and 

Experimental System 

The 2010 PHM Data Challenge is another dataset used to 

validate the methods proposed in this study [1]. The 2010 PHM 

Data Challenge Dataset is derived from experimental studies 

performed under consistent operating conditions. The details of 

the experimental system can be seen in Fig. 3. A three-flute ball 

nose tungsten carbide milling cutter was used in the 

experiments. The working parameters were set as given in  

Table 2. 

 

Fig. 3 Details of The 2010 PHM Data Challenge experimental 

system [54]. 

Table 2 Details of the experimental system [1,54]. 

The Spindle 

Running Speed 

[rpm] 

The Rate of 

Feed [mm/min] 

The Depth of Cut 

(Radial) (mm) 

The Depth of Cut 

(Axial) (mm) 

10400 
1555 (x-
direction) 

0.125 (y-direction) 0.2 (z-direction) 

Cutting forces are measured in the x, y and z axes with a 3-

component platform dynamometer placed between the 

workpiece and the machining table. Machine tool vibrations 

during the cutting process are measured with three 

accelerometers mounted on the workpiece in the x, y, and z 

directions. An acoustic emission sensor is also attached to the 

workpiece to monitor the acoustic emission produced by the 

cutting process. Vibration, force, and acoustic emission signals 

are transmitted to the PC after preprocessing in a charge 

amplifier and data acquisition system. The sampling rate of the 

data acquisition system is 96 kHz. The flank wear of each flute 

was measured after the finishing of machining each surface. 

Signals were acquired using 7 channels, and flank wear was 

assigned as the target value of these signals [1,54]. 

2.4 Time-Frequency Signal Analysis 

In this study, time-frequency domain analysis of different 
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source signals acquired from the milling experiment system for 

tool wear stage estimation was performed. So, Short Time 

Fourier Transform (STFT) was applied to vibration, acoustic 

emission, and motor current signals, and 2D spectrograms were 

obtained for different operating conditions. After the 

spectrograms of each signal type were recorded as 2D data, they 

were used as a dataset for training the CNN models. STFT is 

performed by dividing the signal into short segments and 

applying the Fourier transform for each segment [30]. Fig. 4 

shows the STFT of a time domain signal. 

 

Fig. 4. Example of STFT of a time domain signal. 

For the continuous-time case, the STFT is obtained by 

multiplication the signal with a window function. In Eq. (1), 

𝑥(𝑡) indicates the time domain signal, 𝜔 represents frequency, 

𝜏 indicates the time index, and 𝑊(𝑡) represents the window 

function [32]. 

𝑆𝑇𝐹𝑇{𝑥(𝑡)}(𝜏, 𝜔) = ∫ 𝑥(𝑡)𝑊(𝑡 −
+∞

−∞
𝜏)𝑒−𝑗𝜔𝑡𝑑𝑡             (1) 

In the case of discrete time, STFT can be calculated as in Eq. 

(2). Here, the discrete signal is represented by 𝑥[𝑘], and the 

window function is represented by 𝑊(𝑘). The discrete-time 

intervals are represented by 𝑘, and 𝑙. Accordingly, the 2D 

spectrogram of the STFT function can be obtained by using Eq. 

(3) [32]. 

𝑆𝑇𝐹𝑇{𝑥[𝑡]}(𝑙, 𝜔) = 𝑋(𝑙, 𝜔) = ∑ 𝑥[𝑘]𝑊(𝑘 − 𝑙+∞
−∞ )𝑒−𝑗𝜔𝑘(2) 

𝑆𝑝𝑒𝑐𝑡𝑟𝑜𝑔𝑟𝑎𝑚{𝑥[𝑡]}(𝑙, 𝜔) = |𝑋(𝑙, 𝜔)|2            (3) 

2.5 Convolutional Neural Networks (CNNs) 

Convolutional neural networks (CNNs) are a special subclass of 

the deep learning approach and are usually utilized for 

classification or regression analysis on images. CNN, one of the 

most used types of machine learning, was created by developing 

multi-layer perceptrons in a certain order. In multilayer 

perceptrons, every neuron in a particular layer is bonded to all 

neurons in the following layer. CNN comprises convolutional 

and subsampling layers. Convolutional and subsampling layers 

have a specific topographic system, and each layer contains 

different clusters of neurons. Every neuron is also bonded to 

neurons in prior layers. Fig. 5 indicates an ordinary CNN 

architecture including an input layer, convolution layer, pooling 

layer, fully connected layer, and output layer. In the case of 

using the CNN algorithm, there is no need to manually calculate 

the features for tool wear stage estimation. Depending on the 

features that CNN chooses within itself, better results can be 

obtained, it can reduce the computational complexity and 

prevent overfitting with validation [20,23]. 

 

Fig. 5. Typical CNN architecture. 

Convolutional layers comprise a series of filters. These 

filters multiply the inputs from the prior layer by weights and 

create an output entitled feature map. The filter neurons are 

connected to the input data and the values of these data are 

multiplied by weights. Since every neuron in the same filter 

shares its weights, the optimization time is shortened and the 

complexity of CNN is decreased [59]. 

If the input to the convolution layer is considered to be 𝑋 ∈

𝑅𝐴𝑥𝐵, the layer output is calculated as in Eq. (4). Here, 𝐴 and 𝐵 

demonstrate the input data dimensions, ∗  represents the 

convolution operator, 𝐶𝑛 represents the 𝑛 th feature map of the 

convolution layer, 𝑋 represents the input data matrix, 𝑤𝑛 

represents the weight matrix of the 𝑛 th filter of the actual layer, 

𝑏𝑛 represents the 𝑛 th bias, and 𝑓 demonstrates the nonlinear 

activation function implemented to the result [31]. 

𝐶𝑛 = 𝑓(𝑋 ∗ 𝑤𝑛 + 𝑏𝑛)     (4) 

The pooling layers follow the convolution layers and 

decrease the dimensions of the network features and network 

parameters by subsampling. The maximum pooling is the most 
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preferred function in CNN for calculating activation statistics. 

The maximum pooling activation function can be given as in 

Eq. (5). Here, 𝑆 demonstrates the pooling block dimension, and 

𝐶𝑛 ∈ 𝑆, 𝑃𝑛 represents the pooling layer output [31]. 

𝑃𝑛 = 𝑚𝑎𝑥 𝐶𝑛     (5) 

The fully connected layer comes after the convolution and 

pooling layers. This layer can be collated with traditional neural 

networks. Therefore, it can be implemented for problems 

dealing with classification and regression. In this study, one 

hidden layer and softmax regression were utilized as the final 

layer. Since the milling tool wear stage is classified, the softmax 

regression output can be written as in Eq. (6). Here, 𝐻 represents 

the number of the wear stage class label, 𝑤𝑗  represents the 

weight matrix, 𝑏𝑗 represents the bias, and 𝑅 demonstrates the 

result of the classification the tool wear stage [31]. 

𝑅 =

[

𝑃(𝑦 = 1|𝑥; 𝑤1, 𝑏1

𝑃(𝑦 = 2|𝑥; 𝑤2, 𝑏2

            . . .
𝑃(𝑦 = 𝐻|𝑥; 𝑤𝐻 , 𝑏𝐻

]
1

∑ 𝑒𝑥𝑝(𝑤𝑗𝑥+𝑏𝑗)𝐻
𝑗=1

[

𝑒𝑥𝑝( 𝑤1𝑥 + 𝑏1)

𝑒𝑥𝑝( 𝑤2𝑥 + 𝑏2)
          . . .
𝑒𝑥𝑝( 𝑤𝐻𝑥 + 𝑏𝐻)

]      (6) 

2.6 Tool Wear Stage Estimation with Modified Pre-trained 

CNNs 

Pre-trained CNN models can be modified and used for new 

regression and classification problems. Thus, the time and effort 

required to develop and train an entirely new network become 

less [25]. Therefore, in this study, pre-trained CNNs were used 

for tool wear stage classification. The specifications for these 

CNNs are given in Fig. 6 and Table 3.

 

Fig. 6. Pre-trained CNNs. 

Table 3. Modified CNN specifications. 

 GoogleNet ResNet-50 AlexNet EfficientNet-B0 

Layer depth 22 50 8 82 

Layer number 144 177 25 290 

Connection number 170 192 24 362 

Type of input 2D Spectrogram 2D Spectrogram 2D Spectrogram 2D Spectrogram 

Size of input 224x224x3 224x224x3 227x227x3 224x224x3 

Type of output Classification Classification Classification Classification 

Size of output 3 (Wear Stages) 3 (Wear Stages) 3 (Wear Stages) 3 (Wear Stages) 

The factor of weight 

learning rate 
10 10 10 10 

The factor of bias 

learning rate 
10 10 10 10 

Loss function Cross Entropy Cross Entropy Cross Entropy Cross Entropy 

The amount of data used in training CNNs is usually quite 

large. However, it is also possible to train CNNs with  

a relatively limited number of 2D data. In the case of using  

a limited number of 2D data, CNN training performance can be 

increased by fine-tuning the hyperparameters of the network 

and increasing the resolution of the 2D data [30,59]. To enhance 

the performance of the pre-trained CNNs utilized in this study, 
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firstly, the network hyperparameters were updated with fine-

tuning, and data augmentation was applied to the 2D 

spectrograms. Details on the training parameters of pre-trained 

CNNs can be seen in Table 4. In addition, 50% of the 

spectrograms of the signals were used for training the networks. 

30% of the remaining spectrograms were used for validation, 

and 20% for testing.

Table 4. Parameters of different pre-trained CNNs. 

Table 5 indicates the output and input details of the CNN 

models for The Nasa Ames Milling Dataset. Spectrograms of 

vibration signals, acoustic emission signals, and motor current 

signals were obtained separately as 2D visual data.  They are 

split into three parts as training, validation, and testing. CNN 

outputs were modified to classify the tool wear stage. 

Accordingly, wear values between 0 mm and 0.19 mm in The 

Nasa Ames Milling Dataset were considered IW. Wear values 

between 0.2 mm and 0.29 mm were considered SSW, and wear 

values greater than 0.3 mm were considered AW [15,22,61]. 

CNN models were trained using training and validation data and 

the tool wear stage was classified according to deep features. 

Finally, the trained networks were tested.

Table 5. Details of output and input of the CNN models for The NASA Ames Milling Dataset [21]. 

Input Output 

Vibration Spectrograms Acoustic Emission Spectrograms Motor Current Spectrograms IW 

Table Spindle Table Spindle AC DC 
SSW 

Train, Validation, and Test Samples (50%, 30%, and %20) 

Cut of Depth (0.75-1.5) mm 

AW Feed (0.5-0.25) mm/rev 

Material Steel and cast iron 

Table 6 indicates the output and input details of the CNN models 

for The 2010 PHM Data Challenge Dataset. Spectrograms of 

vibration signals, acoustic emission signals, and cutting force 

signals were obtained separately as 2D visual data. They are 

divided into three parts: training, validation, and test. CNN 

outputs have been modified to classify the tool wear stage. 

Accordingly, flank wear values in The 2010 PHM Data 

Challenge Dataset were evaluated as IW, SSW, and AW, similar 

to The Nasa Ames Milling Dataset. Similarly, CNN models 

were trained using training, and validation data. The tool wear 

stage was classified according to the deep features, and finally, 

the trained networks were tested.  

The 2010 PHM Data Challenge Dataset has records for six 

separate cutters (C1, C2, C3, C4, C5, and C6). However, tool 

wear data is available for only three of these records. Three 

records (C1, C4, and C6) of the aforementioned dataset were 

used in this study. 315 runs were performed separately for C1, 

C4, and C6 records.

Table 6 Details of output and input of the CNN models The 2010 PHM Data Challenge Dataset [1,54] 

Input Output 

Vibration Spectrograms Cutting Force Spectrograms 
Acoustic Emission Spectrograms 

 

IW 

x y z x y z 
SSW 

Train, Validation, and Test Samples (50%, 30%, and %20) 

Cut of Depth (y-direction) 0.125 mm 

AW Cut of Depth (z-direction) 0.2 mm 

Feed (x-direction) 1555 mm/min 

 GoogleNet ResNet-50 AlexNet EfficientNet-B0 

Frequency of Validation 5 Hz 

Rate of Learning 0.001 

Maximum Epoch 5 

Size of Mini Batch 10 

Input Data Resolution 489 x 435  pixel (2D Spectrogram) 
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The difference in parameters such as feed rate and depth of cut 

given in Table 5 and Table 6 is due to the different test 

conditions in which two separate datasets were obtained [1, 21, 

54]. In the test in Table 5, the feed rate of the device was set at 

different speeds, while in the test in Table 6, the feed rate of the 

device was configured at a constant speed. 

3. Results and Discussion 

3.1. Case 1: The NASA Ames Milling Dataset 

3.1.1 Time-Frequency Signal Analysis for The NASA 

Ames Milling Dataset 

This section includes the results from the signal processing 

and time-frequency analysis. In Fig. 7, the original signals from 

The NASA Ames Milling Dataset and the spectrograms of these 

signals for a period of 0-1 s of case 1 can be seen.  

The first dataset of case 1 consists of signals of vibration at 

the spindle (VS), vibration at the table (VT), acoustic emission 

at the spindle (AES), acoustic emission at the table (AET), AC 

spindle motor current (MAC) and DC spindle motor current 

(MDC). Looking at Fig. 7, it can be seen that the signals have 

three phases, namely the start phase, the operating phase, and 

the finishing phase. As can be shown from the spectrograms of 

the signals, the amplitudes and frequency spectrum values are 

low in the start phase. Signal amplitudes and frequency 

spectrum values increase during the operation phase and then 

decrease in the finishing phase.

 

Fig. 7. Time and time-frequency domain representations of the different source signals.
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3.1.2 Tool Wear Estimation Results with Different CNN 

Models for The NASA Ames Milling Dataset 

In this study, milling tool wear estimation was performed using 

pre-trained CNN models. In the training of the models, 

spectrogram images obtained from vibration, acoustic emission, 

and motor current signal data were utilized. In the training 

processes of CNNs, validation accuracies and loss values were 

calculated, weights of the networks were updated and the results 

of the models were also analyzed comparatively. Finally, the 

tool wear estimation models were tested with the reserved data 

and the performances of the models were compared with each 

other. In addition, CNN models were trained with different 

numbers of spectrograms and the results were analyzed. 

 

Fig. 8. Training accuracies of the CNN models. 

 

Fig. 9. The loss values of the CNN models.
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Fig. 8 shows the variation in accuracies, and Fig. 9 shows 

the loss values during the training period for different CNN 

models. Accordingly, MAC-CNN is the model based on the AC 

signals of the spindle motor and MDC-CNN is the model based 

on the DC signals of the spindle motor. VS-CNN is the model 

based on vibration signals on the spindle, and VT-CNN is the 

model based on vibration signals on the table. Finally, AES-

CNN is the model based on acoustic emission signals on the 

spindle, and AET-CNN is the model based on acoustic emission 

signals on the table.  Table 7 shows the comparison of validation 

accuracies and test performances of models based on different 

pre-trained CNNs and trained with different numbers of 

spectrograms. 

When Table 7, Fig. 8, and Fig 9 are examined together, it 

can be understood that the validation accuracies of the models 

increase and the losses decrease as the epoch number increases. 

In addition, with the increase in the number of spectrograms, 

the model validation and test performances have increased. 

Looking at the GoogleNet-based CNN models, it can be seen 

that the highest validation and test performance rates are 

obtained with the AET-CNN models (Verification=0.80; 

Test=0.78). The lowest validation and test success were 

observed in the MAC-CNN model. When we look at the 

ResNet-based CNN models, it is seen that the validation and test 

performances of all models are above 90% for the case where 

the spectrogram is used the most. Results for CNN models 

based on EfficientNet-B0 are close to ResNet-50 but slightly 

higher. Performance values of AlexNet-based CNN models are 

lower than ResNet-50 and EfficientNet-B0 models.

Table 7. CNN models based on different numbers of spectrograms. 

CNN Models 

Spectrogram Number Spectrogram Number Spectrogram Number 

IW=61; SSW=29; AW=75 IW=122; SSW=58; AW=150 IW=244; SSW=116; AW=300 

Validation Test Validation Test Validation Test 

GoogleNet 

MAC-CNN 0.30 0.30 0.50 0.50 0.60 0.55 

MDC-CNN 0.45 0.40 0.60 0.50 0.75 0.75 

VS-CNN 0.37 0.35 0.65 0.60 0.74 0.70 

VT-CNN 0.45 0.40 0.60 0.60 0.71 0.70 

AES-CNN 0.37 0.30 0.55 0.50 0.64 0.60 

AET-CNN 0.50 0.45 0.70 0.67 0.80 0.78 

 ResNet-50 

MAC-CNN 0.63 0.60 0.75 0.75 0.99 1 

MDC-CNN 0.49 0.50 0.65 0.65 0.93 0.90 

VS-CNN 0.59 0.55 0.70 0.70 0.99 1 

VT-CNN 0.63 0.60 0.75 0.70 0.96 0.90 

AES-CNN 0.69 0.65 0.70 0.65 0.94 0.90 

AET-CNN 0.51 0.50 0.75 0.70 0.97 1 

 AlexNet 

MAC-CNN 0.45 0.45 0.65 0.65 0.93 0.90 

MDC-CNN 0.37 0.40 0.50 0.50 0.70 0.70 

VS-CNN 0.63 0.60 0.70 0.65 0.80 0.80 

VT-CNN 0.57 0.55 0.65 0.60 0.73 0.70 

AES-CNN 0.50 0.50 0.60 0.60 0.76 0.70 

AET-CNN 0.39 0.35 0.65 0.60 0.84 0.80 

 EfficientNet-B0 

MAC-CNN 0.57 0.55 0.75 0.70 0.96 0.95 

MDC-CNN 0.69 0.65 0.85 0.80 1 1 

VS-CNN 0.61 0.60 0.87 0.85 1 0.98 

VT-CNN 0.55 0.55 0.80 0.80 1 1 

AES-CNN 0.67 0.65 0.85 0.85 0.98 0.95 

AET-CNN 0.49 0.45 0.82 0.80 1 1 
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Fig. 10 shows the correlation between the number of 

spectrograms and the performance values of the models. 

Especially when high spectrogram numbers are used, the 

performance values of AET-CNN models come to the fore. In 

AlexNet-based CNNs, the performance values of MAC-CNN 

models are higher. In general, there is no excessive difference 

between model performances. EfficientNet-B0-based MDC-

CNN and VT-CNN models achieved 100% validation accuracy 

and classified the test data 100% correctly 

 

.

 

Fig. 10. The relationship between the number of spectrograms and the performance values of the models.

Table 8 shows the training periods of the CNN models 

trained with different numbers of spectrograms. Consequently, 

as the number of signal samples increases, the training times of 

all CNN models increase. It can be seen from the chart that 

CNNs with more complex architectures such as Resnet-50 and 

EfficientNet-B0 have a longer training period. The periods 

given in the table were obtained by running the MATLAB 

(2021-b) program on a computer with an Intel Core i7-3630QM, 

2.40 GHz processor, and 16.0 GB of ram. It is obvious that 

training periods are reduced by using a more advanced 

computer or using different computers in parallel. 

Each of the CNN models, whose validation and test results 

are given in Table 7, Fig. 8, Fig. 9, and Fig. 10, was developed 

based on a single signal source. In this study, CNN models in 

which spectrograms of vibration signals, motor current signals, 

and acoustic emission signals are used together in the data set 

in order to determine the milling wear stage have also been 

developed. Table 9 indicates the validation and test 

performances of the CNN models acquired by using the 

spectrograms of all signals. In addition, Fig. 11 shows the 

training process and loss variation during the training of these 

models. 
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Table 8. The training periods of the CNN models. 

CNN Models 

Spectrogram Number Spectrogram Number Spectrogram Number 

IW=61; SSW=29; AW=75 IW=122; SSW=58; AW=150 IW=244; SSW=116; AW=300 

Training Time (s) Training Time (s) Training Time (s) 

GoogleNet 

MAC-CNN 171 425 1094 

MDC-CNN 161 420 1051 

VS-CNN 159 415 1056 

VT-CNN 186 435 1053 

AES-CNN 160 415 1061 

AET-CNN 161 422 1181 

 ResNet-50 

MAC-CNN 446 1100 2922 

MDC-CNN 433 1095 2740 

VS-CNN 425 1080 2862 

VT-CNN 419 1073 3183 

AES-CNN 432 1090 2894 

AET-CNN 434 1097 2857 

 AlexNet 

MAC-CNN 80 356 1089 

MDC-CNN 88 365 1035 

VS-CNN 87 360 1206 

VT-CNN 87 359 1021 

AES-CNN 86 343 1147 

AET-CNN 89 345 1080 

 EfficientNet-B0 

MAC-CNN 337 1522 4142 

MDC-CNN 343 1634 3937 

VS-CNN 360 1765 4122 

VT-CNN 374 1892 4214 

AES-CNN 376 1903 4276 

AET-CNN 388 1986 3987 

Table 9. shows the validation and test performances of the CNN models. 

CNN 

Total Spectrogram Numbers (Included All Signal Sources) 

IW=366; SSW=174; AW=450 

Validation Test Training Time (s) 

GoogleNet-CNN 0.51 0.50 2221 

ResNet-50-CNN 0.67 0.65 5206 

AlexNet-CNN 0.37 0.30 1050 

EfficientNet-B0-CNN 0.63 0.60 3773 

 

Fig. 11. The training process and loss variation of CNN models based on multiple signal sources.



Eksploatacja i Niezawodność – Maintenance and Reliability Vol. 25, No. 3, 2023 

 

When Table 9 and Fig. 11 are investigated together, it can be 

seen that CNN models with more complex architecture have 

higher validation accuracy and test success. Additively, the 

training times of these models are longer than the CNN models 

with simpler architecture. Considering the results obtained from 

CNN models using a single signal source, the use of 

spectrograms obtained from different signal sources together in 

the same data set adversely affected the model performance. 

3.2. Case 2: The 2010 PHM Data Challenge Dataset 

3.2.1 Time-Frequency Signal Analysis for The 2010 PHM 

Data Challenge Dataset 

This section includes the results from the signal processing 

and time-frequency analysis for The 2010 PHM Data Challenge 

Dataset. In Fig. 12, the original signals from the dataset and the 

spectrograms of these signals in the 0-2.5 s time interval are 

shown. The first dataset of C1 consists of signals of vibration 

(Vx, Vy, and Vz), cutting force (Fx, Fy, and Fz), and acoustic 

emission (AE). 

Looking at Fig. 12, it can be seen that the vibration signals 

in the x, z, and y directions are very similar. However, when the 

measurements of the shear force in three directions are 

examined, it is understood that they differ slightly from each 

other. Also, time and time-frequency domain representations of 

acoustic emission signals can be seen in Fig. 12.

 

Fig. 12. Time and time-frequency domain representations of the cutting force and vibration signals.
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Fig. 13. Time and time-frequency domain representations of 

the acoustic emission signals. 

3.2.2 Tool Wear Estimation Results with Different CNN 

Models for The 2010 PHM Data Challenge Dataset 

In this section, milling tool wear was estimated using pre-

trained CNN models using The 2010 PHM Data Challenge 

Dataset. In the training of the models, spectrogram images 

obtained from vibration, acoustic emission, and shear force data 

were used. In the training periods of CNNs, validation 

accuracies and loss values were calculated, the weights of the 

networks were updated and the results of the models were 

analyzed comparatively. Finally, the tool wear prediction 

models were tested with the separated data, and the 

performances of the models were compared with each other. 

Table 10 shows the accuracies and test performances for 

different CNN models. Accordingly, Vxyz-CNN is the model 

based on vibration signals, Fxyz-CNN is the model based on 

cutting force signals, and AE-CNN is the model based on 

acoustic emission signals. In order not to cause an abundance of 

graphics and tables, we have not included tables and figures 

regarding the training details of the models here.  

When Table 10 is examined, it can be seen that the validation 

accuracies of the models increase as the number of 

spectrograms increases. Looking at the GoogleNet-based CNN 

models, it can be seen that the highest validation and test 

performance rates are obtained with the Vxyz-CNN models. 

The lowest validation and test successes were observed in the 

AE-CNN models. When we look at the ResNet and 

EfficientNet-B0 based CNN models, it is seen that the 

validation and test performances of all models are 100% for the 

cases where the spectrogram is used the most. Performance 

values of AlexNet-based CNN models are lower than 

GoogleNet, ResNet-50, and EfficientNet-B0 models. The table 

also shows the relationship between the number of 

spectrograms and the performance values of the models. 

Especially when high spectrogram numbers are used, the 

performance values of some models are 100%.

Table 10. CNN models based on different numbers of spectrograms. 

CNN Models 

Spectrogram Number Spectrogram Number Spectrogram Number 

IW=12; SSW=36; AW=24 IW=24; SSW=72; AW=48 IW=48; SSW=144; AW=96 

Validation Test Validation Test Validation Test 

GoogleNet 

Vxyz-CNN 0.90 0.80 0.95 0.90 1 1 

Fxyz-CNN 0.82 0.70 0.84 0.80 1 0.95 

AE-CNN 0.80 0.70 0.80 0.80 1 0.95 

 ResNet-50 

Vxyz-CNN 0.95 0.90 1 0.95 1 1 

Fxyz-CNN 0.95 0.95 1 0.95 1 1 

AE-CNN 0.95 0.95 1 0.95 1 1 

 AlexNet 

Vxyz-CNN 0.40 0.30 0.45 0.30 0.50 0.40 

Fxyz-CNN 0.50 0.40 0.67 0.50 0.80 0.70 

AE-CNN 0.50 0.40 0.75 0.65 0.90 0.80 

 EfficientNet-B0 
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CNN Models 

Spectrogram Number Spectrogram Number Spectrogram Number 

IW=12; SSW=36; AW=24 IW=24; SSW=72; AW=48 IW=48; SSW=144; AW=96 

Validation Test Validation Test Validation Test 

GoogleNet 

       

Vxyz-CNN 1 0.95 1 1 1 1 

Fxyz-CNN 1 1 1 1 1 1 

AE-CNN 1 0.90 1 0.95 1 1 

Table 11. The training periods of the CNN models. 

CNN Models 

Spectrogram Number Spectrogram Number Spectrogram Number 

IW=12; SSW=36; AW=24 IW=24; SSW=72; AW=48 IW=48; SSW=144; AW=96 

Training Time (s) Training Time (s) Training Time (s) 

GoogleNet 

Vxyz-CNN 61 135 345 

Fxyz-CNN 62 137 351 

AE-CNN 62 147 372 

 ResNet-50 

Vxyz-CNN 152 334 806 

Fxyz-CNN 147 326 785 

AE-CNN 147 320 750 

 AlexNet 

Vxyz-CNN 35 70 140 

Fxyz-CNN 35 74 161 

AE-CNN 35 74 164 

 EfficientNet-B0 

Vxyz-CNN 133 333 810 

Fxyz-CNN 130 325 790 

AE-CNN 130 328 795 

In this study, spectrograms used in deep learning models for 

both Case 1 and Case 2 were obtained by applying short-time 

Fourier transform (STFT) to all signals. No cutoff frequency 

was applied during the acquisition of the spectrograms. The 

absence of a cutoff frequency did not impact our ability to 

analyze the frequency content of the signals and detect the stage 

of tool wear. However, if the performances of the models were 

low, applying a cutoff frequency may be necessary. 

Additionally, if different signal ranges are to be examined in 

detail for further analysis, a cutoff should be applied. 

Vibration, acoustic, AC, and DC signals from the spindle 

motor were captured using specialized sensors. However, 

frequency calculations based on spindle speed were not 

performed in our study. Rather, we obtained spectrograms of the 

vibration, acoustic, and motor current signals and used them to 

detect tool wear stage. By analyzing the frequency content of 

the signals over time, we were able to identify changes in 

spectral characteristics that corresponded to changes in cutting 

conditions and tool wear. While frequency calculations based 

on spindle speed could have provided additional information, 

our approach of using spectrograms allowed us to capture more 

comprehensive information about the tool wear process and 

enabled us to develop a robust tool wear stage detection method 

that can be applied to various machining conditions. 

In our study, we did not perform frequency calculations from 

the radial runout of individual cutter blades. However, we 
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acknowledge that radial runout has a significant impact on the 

wear of individual tool blades. Our study focused on analyzing 

the signals from the sensors and using spectrograms to detect 

tool wear stage. Future works can explore the relationship 

between the radial runout of the cutting blades and the 

corresponding frequency content of the signals, which can 

provide useful information regarding the tool wear process. 

4. Conclusions 

In this study, a method based on deep learning and different 

source signals, which takes into account the wear stages 

holistically, is proposed for the timely and accurate detection of 

tool wear. Milling tool wear stage estimation was performed 

using the CNN models based on signal 2D spectrograms 

obtained from The Nasa Ames Milling Dataset and The 2010 

PHM Data Challenge Dataset. CNN models with different 

architectures were trained and tested with spectrograms for tool 

wear stage estimation, and the results were examined 

comparatively. According to the results of the study, the 

conclusions can be expressed as follows. 

▪ The tool wear stage can be estimated by utilizing a single 

signal source with CNN models with more complex 

architecture. 

▪ The simultaneous use of multiple signal sources reduces 

the success of the models. 

▪ With a sufficient number of spectrograms, all CNN models 

based on Resnet-50 and EfficientNet-B0 achieved over 

90% validation accuracy and test success for both datasets. 

▪ For The Nasa Ames Milling Dataset, the models based on 

acoustic emission and AC motor current signals gave more 

successful results. 

▪ For the 2010 PHM Data Challenge Dataset, the models 

based on vibration signals are more successful.  

▪ The reason of differences of results for both datasets can 

be explained as the differences in the details of the 

measurements of the signals, the differences in the 

experimental systems, and the differences in working 

conditions.  

▪ As the CNN architecture gets more complex, the number 

of layers gets deeper and the number of spectrograms used 

increases, it has been seen that the training duration gets 

longer. Because 2D spectrograms are processed in each 

layer and the outputs obtained are used as inputs for the 

next layer.  

▪ The negative effect of the layer depth on the diagnostic 

time should be taken into consideration when determining 

the milling tool wear stage. 
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