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1. Introduction

The pilot - aircraft layout is one of the more complex anthropo-
technological system [10, 30, 32, 43]. The main reason for making 
mistakes by pilots is the large amount of information received in a 
small period of time [14, 15, 29, 30]. A characteristic feature of the pi-
lot’s work is the transfer of attention to instruments and simultaneous 
interpolation of information from incoming signals [6, 16, 29, 43]. 
This involves a number of risks that can lead to a chain of dangerous 
events that could pose a threat to the health and life of the crew and 
passengers [10, 30, 38]. Appropriate cabin equipment, optimizes the 
division of functions between the operator and the machine, minimiz-
ing the hazards. The cab should be characterized by proper adaptation 
of the remote control to the machine and vice versa [41, 43]. The pilot 
of the aircraft, or the operator of the unmanned aircraft, performs ac-
tions based on the received situational information [5, 15, 32]. With 
full information, he is able to do his job properly. The problem starts 
when there are disturbances of the received signals or there is a com-
plete lack of them. This may be important in relation to the readings of 
on-board instruments, but also to information received directly from 
the environment. An example of an accident in which the choice of 
land for emergency landing took place was on 22/03/2014 from the 
Kaniów EPKW to Mielec EPML airport. Because the landing took 

place under the sun, the crew noticed only a dozen meters above the 
ground that the field was divided by a plowed belt of ground. There 
was a touchdown, and the plane overturned [ 31].

This study deals with the concept of a solution that minimizes 
interference and artefacts [40] due to overexposures caused by strong 
sunlight and sources of artificial lighting (eg. a laser beam directed 
towards the pilot’s cabin) [26]). During the operation of the aircraft, 
the phenomenon of glare is particularly dangerous. This problem also 
occurs in other means of transport. The unquestionable inspirations, 
in this field of research are scientific works conducted in the auto-
motive industry. Extensive research, including implementations, has 
been presented in the works [11, 19, 45] and concern the improvement 
of traditional blinds for drivers and the optoelectronic filter within the 
windshield [9, 47]. Research on the effect of glare on drivers from the 
rear-view mirror during night driving presents the work [48]. The lat-
est solutions of matrix lights eliminating the problem of dazzle from 
headlamps, enabling independent dynamic control of multiple light 
beams of the car are presented in the works [22, 23, 37, 49].

In aviation, visual orientation is important in both piloting and 
navigation [42]. It also allows to avoid collisions with other aircraft. 
The problem of dazzle, does not only concern manned aviation, it is 
also present in unmanned aviation. It is mainly related to interfer-
ence from sunlight, but also from amateur lasers. The most commonly 
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used method of limiting effects of dazzle during the operation of the 
aircraft are safety goggles, elimination of shiny surfaces or covering 
of radiation sources (Fig. 1) [2, 34, 35, 41, 45]. The disadvantages of 
such solutions include: 

the use of screens of geometric blinds adapted to the glass and •	
plane,
engaging the pilot for the manual setting of the shutters,•	
operation in a limited area of ​​the aircraft window,•	
the occurrence of side disturbances and artifacts in the border •	
areas of the blinds,
procedural ban on the use of blinds during take-off and landing,•	
limited use in unmanned aviation.•	

Fig. 1. The interior of the Boeing 737 cabin; unprotected window from the first 
officer’s side (left) and window from the side of the captain’s chair, 
partially covered by the shutter (own study)

Glasses are an effective tool to protect the eyesight, however, due 
to the variety and specificity of filters, they can impair the reliability 
of reading information from on-board instruments [36]. Current re-
search conducted in the world, in the aspect of improving the vision 
of pilots, is mainly related to ergonomics and improvements in the in-
formation economy. They concern, among others the development of 
augmented reality as well as systems of synthetic [24] and enhanced 
vision [18, 25]. Strengthened vision systems use technologies related 
to infrared observation and radiolocation [4, 7, 12, 13, 28]. These sys-
tems allow for direct observation of the surroundings and runway dur-
ing night or fog landing. The pilot, thanks to the use of this class of 
systems, sees objects that can be a potential threat. The motivation for 
undertaking work on a system supporting the pilot in the conditions of 
variable lighting is the disproportion of existing solutions in this area, 
relative to systems related to supporting night vision and operations 
performed in difficult weather conditions.

2. A vision system as a support tool for a pilot or UAV 
operator

2.1.	 The concept of the proposed solution

The pilot-operator support video system proposed in this paper 
allows observation of the environment on a specially designed mod-
ule installed in the aircraft cabin (or in a ground station in the case 
of the UAV system). The vision system is designed to process the 
image so as to “pull out” the key information for the pilot, and in ad-
dition to enable the visualization of the observed environment without 
disturbances, with the simultaneous possibility of indicating poten-
tial threats (eg. animals on the runway). Fig. 2 presents a schematic 
diagram of a system that is a combination of four parts: the optics 
and image transducer, the acquisition system, the image processing 
system captured (vision algorithm) and the visualization system of 
the final image. 

Fig. 3 presents a simplified diagram presenting a one-dimensional 
control system presenting the aircraft pilot control process (or un-
manned aerial vehicle by the operator of a ground station). The hu-
man-aircraft system is presented in a simplified way, as only visual 
stimuli are taken into account. These stimuli come to the pilot from 
on-board instruments, as well as from the image seen through the win-

dow of the aircraft cabin (in the case of the pilot). In the case of the 
UAV operator  stimuli come from the screen of the monitor being an 
element of ground station devices. Based on Fig. 3, the same diagram 
is presented, however, it has been extended with the use of the pro-
posed vision indicator. The application of the disturbance level ele-
ment marked in the diagram in Fig. 4 allows compensation of visual 
disturbances, with additional assurance of the fixed conditions of the 
observed image by the proposed system. Consequently, this can trans-
late into safer operation of the aircraft. The general concept assumes 
certain features of the proposed system, which, however, do not have 
to be a determinant:

the solution should minimally interfere with the installed avion-•	
ics on the aircraft or the equipment of the ground station (non-
invasive solution [20]) ,
it can be a mobile solution or a stationary device (eg. integrated •	
with displays in a ground station),
the hardware concept assumes the use of the system in both clas-•	
sic and unmanned aviation,
thanks to the possibility of expanding and multilayer decompo-•	
sition of the output image, the solution allows displaying both 
the direct image of the environment observed by the image sen-
sor, but also allows it to be integrated with the HUD transparent 
indicator ( Head Up Display).

Fig. 5.	 Proposed concept in application to UAV; observation camera on UAV 
(left) and operator’s console view (own elaboration)

Fig. 2. Schematic diagram of the adaptive vision system (own elaboration)

Fig. 3.	 Diagram of aircraft control process taking into account the influence 
of optical interference

Fig. 4.	 A simplified scheme of the aircraft control process in case of optical 
interference, taking into account the presence of the proposed vision 
system
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Integration with HUD or eyepiece index can introduce informa-
tion about the augmented reality (eg. hazards in the environment, run-
way lines, type and method of lighting auxiliary landing systems [1, 
27, 46]). 

The image seen by the transducer, just like the human eye, is just 
as sensitive to light interference. The difference is that the human eye 
has a limited and individual adaptation threshold. Depending on the 
frequency of the interfering signal, the pilot’s vision copes with this 
phenomenon better or worse. In the case of permanent disturbances 
it may cause temporary blinding. For Gaussian disturbances, with a 
frequency of periodic changes between 1 Hz and 30 Hz, the pilot, 
apart from the effect of dimming and lightening, will also see cy-
clical flickering (caused by, for example, rotary motion of the rotor 
on the helicopter). The imaging sensor system, armed with the right 
optics and assisted by the proposed algorithm, can be an effective 
tool to eliminate these problems. At the beginning, the image is sam-
pled from the transducer and sent as a video stream to the computing 
computer. Here, the second processing step begins, where the video 
stream is digitally processed according to a specific algorithm, so that 
the output can receive an image free of undesirable light effects. The 
applied algorithm can be additionally equipped with functions form-
ing the so-called augmented reality, introducing synthetic indications 
to the image [3, 4, 5, 12, 17, 27].

2.2.	 Hardware structure of the system

The proposed hardware solution of the system can be divided into 
four parts: optical system, image sensor, computing computer and 
visualization system (Fig. 6). 

Fig. 6. Diagram of the hardware structure of the proposed solution

The optical system is a lens adapted to work in a different range 
of light intensity, but typical for observing landscapes. This system 
should additionally be characterized by a low distortion factor and a 
wide range of brightness loss at the edges of the image with a vari-
able diaphragm. In our case, the image sensor system is a sensor that 
ensures (along with the selected optics) a field of view in the range of 
90°-120°. The computing system, depending on the application, may 
be stationary or mobile.

The stationary system is an efficient PC that supports graphic 
computing. In the case of a mobile system, it is a workstation equipped 
with an efficient parallel calculation module. On computing comput-
ers, it is necessary to place the target system (Windows or Linux) with 
the developed software for image signal correction installed. The last 
element is a visualization system, which should be adapted to display 
the image in the standard Full HD standard and additionally provide 
the possibility of automatic hardware adjustment of the display bright-
ness to the ambient luminance.

2.3.	 Image processing algorithms

The schematic diagram of the image processing algorithm is 
presented in Fig. 7. The characteristic elements of this algorithm are 
blocks of adaptive interference filtration, where there is a filter that 
eliminates minor “salt and pepper” disruption, adaptive filter and 
brightness control of the output image.

Filter with variable transmittance ( )nH z  converts the input signal 
x (n) so that the resulting signal y (n) has a minimum error with refer-
ence to the reference signal d (n). The optimal coefficients selected by 
the filter change as a function of time. Transmittance ( )nH z  for the 
recursive adaptive filter has the form (1):
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The output signal e (n), called the error of matching the output 
signal y (n) to the set input signals d (n) and x (n) is a function of filter 
coefficients, which can be dependent on the value of signal y (n) (Fig. 
8). Depending on the internal configuration of the filter, it can be used 
for calculations such as:

model identification, •	
inverted modeling, •	
prediction of the output signal, •	
filtration of the input signal.•	

From the point of view of applying the adaptive filter to the pro-
posed solution, the structure presented in Fig. 9 seems appropriate. 
The system structure programmed for interference removal is usually 
constructed such that the basic input signal is the signal d (n) desired, 

Fig. 8.	 Adaptive filter structure; d (n) - reference signal, x (n) - filtered signal, 
e (n) - error signal, y (n) - filtration result

Fig. 7. Schematic diagram of the image processing algorithm
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the signal x (n) contains interference present in the base signal, the 
filtered output signal y (n) is subtracted from the desired signal and 
on this basis the signal e (n) called the error signal is generated, which 
in turn is used as a signal to select the weighting factors nw  (depend-
ing on the type of adaptive algorithm). In the discussed solution, the 
use of adaptive filtration was proposed on the example of the scheme 
given in Figure 10. The idea of ​​using a filter using the proposed adap-
tive algorithm is based on the automatic selection by the weighting al-
gorithm nw  by constantly updating the filter with new data, based on 
the principle of the so-called an autoregressive model with an external 
input (discrete input-output model for stochastic processes).  In the 
discussed solution d (n) is the standard luminance level of the image, 
the signal x (n) is the signal representing the current luminance level 
of individual frames of the input image, y (n) represents the output 
signal adapted to the standard luminance, with reduced interference 
(depending on the degree of recursion). The simplified model of such 
a filter for the system may be general expressed as dependence (2):

	 y n z B z A z e n A zk( ) = + ( )( )− − − −( ( ) / ( )) / ( )1 1 11 	 (2)

where:
( )y n 	 –	 output values at time “n”,

( )e n 	 –	 vector of the value of the determined error, 

kz− 	 –	 delay of the signal by “k” moments, 

1 1( ( ) / ( )) kz B z A z− − − 	 –	 basic part of the control track, 

e n A z( )( )−1 1/ ( ) 	 –	 stochastic interference.

In the case of a practical application, a simplified expression of 
(2) given by the formula (3) is used more often:

	 ( ) ( ) ( )ˆ 1Hy n w n x n= − 	 (3)

( )x n 	 –	 vector containing input values.

The algorithm inside the adaptive filter is to minimize the weight 
index, which in the general case is defined as (4):

	 ( ) ( ) ( ) ( )ˆ  ˆ 1w n w n k n e n= − + 	 (4)

( )ŵ n 	 –	 value of the weight vector estimated at the mo-
ment  “n”.

Vector ( )k n  it is called the Kalmanian reinforcement and is de-
fined by the formula (5):

	 k n P n x n x n P n x nH( ) = −( ) ( )( ) + ( ) −( )− −λ λ1 11 1 1/ ( ( ))      (5)

The record (4) was obtained using the general reinforcement for-
mula (6):

	 ( ) ( ) ( )1k n P n x n= − 	 (6)

The covariance matrix ( )P n  determined by way of a recursive 
transformation, where the general record of this matrix is (7):
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The coefficient λ given in the above formulas is called the forgot-
ten rate and must be predetermined. It can be a value within the range 
<0; 1> with the indication that the value equal to 1 in the proposed 
solution means correction at infinity, and 0 the possibility of updating 
the weight indicator is impossible. Decreasing the value of λ to 0 leads 
to the limitation of the filter to the current moment of time, without 
taking into account the states of the previous steps. 

Returning to the general structure of the proposed solution, the 
signal goes to the adaptive system after passing through the bandpass 
filter. Next, the adaptive system cooperates with the discrete regula-
tor, according to the diagram shown in Fig. 11. This system has an 
additional reference input and a tracking input that allows dynami-
cally minimize changes in the brightness level of the output image, 
resulting from changes in the calculated error parameter and weight 
coefficients of the RLS filter, and consequently the so-called. Kalman 
reinforcements. During operation, this results in the output of a pic-
ture free from interference, but exposed to changes in brightness de-
pending on the amplitude and speed of changes in the brightness of 
the input image. These changes are mainly influenced by the value of 
the chosen factor λ. 

The programmable brightness level controller introduced into the 
adaptive system operates based on the 2DOF PID algorithm. An error 

Fig. 9. The structure of the adaptive filter to eliminate interference

Fig. 10.	 General conceptual block diagram of the RLS adaptive filter used in 
the image processing algorithm

Fig. 11.	 Scheme of the automatic interference removal and brightness control 
system of the output image (top), the internal structure of the adaptive 
filter (on the red block below)
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signal and a reference value are sent directly to the input from the fil-
ter. This regulator stabilizes the signal coming out of the adaptive fil-
ter system and minimizes the error of changes in the brightness level 
of the image in subsequent n-frames relative to the reference value set 
(Figure 12). This solution makes it possible to reduce interference, 
and to obtain a relatively constant amplitude of the brightness level 
of the output image.

3. Results of the study

This chapter presents examples of simulation results. The pro-
posed solution has been tested in the Matlab / Simulink computing 
environment. The vision system was modeled along with the algo-
rithm for automatic control of the brightness level of the output im-
age, operating in accordance with the structure shown in Figure 11. 
As a source signal, a video signal recorded by a camera mounted on 
the hull of an unmanned platform, under normal visibility conditions, 
with a relatively large range of variation of the average luminance 
level of the input image between the values 0.0 and 2.5 was used. 
The value 0.0 means the image is completely darkened, while 2.5 the 
image is blown. This signal was additionally superimposed by both 
constant and Gaussian disturbances, with simultaneously variable 
amplitude and frequency parameters. The presented graphs (Figs 13-
18) present three types of signals. The first from the left is the input 
signal x (t), then the output signal y (t) from the tested system and 
the regulation error are presented ε(t) obtained during testing of the 
system in a simulation environment. Analyzing the presented graphs 
it can be observed that the output signal from the proposed algorithm 
works effectively, reducing the interference in the frequency band dis-
tinguishable for the human eye. Fig. 13 presents the case of system 
testing under conditions where the input luminance parameter of the 
image was changed due to rapid changes in the spatial orientation of 
the UAV. This test was carried out under specific operating conditions 
resulting from the low sun position, which is the case when piloting a 
small and light unmanned aircraft   at relatively low altitudes, it has a 
huge impact on safety. Simulation of similar situations has also shown 
that the proposed algorithm, regardless of the orientation of the cam-
era relative to a strong light source, allows you to display the image at 
a constant level of luminance. The results of the tests presented in Fig. 
14-15 prove the effectiveness of the algorithm for disturbances related 
to both the change in the spatial orientation of the UAV (relative to the 
sun, but also an additional interference that is added to it, integrating 
(progressing twilight) or differentiating (eg. mechanical jamming of 
the camera shutter due to overloads or changing thermal conditions). 
The influence of other types of disturbances is illustrated in Figs. 16-
18. They concern the resistance tests of the algorithm to Gaussian 
interference and 10 Hz shift frequencies (Fig. 16) and 0.1 Hz (Fig. 
17). Such a situation may occur, for example, during a spin, in the 
spinning phase with constant speed. For both a classic airplane and 
an unmanned aircraft it is possible to obtain an angular speed of up 
to several hundred degrees per second. A 90° aircraft spin and simul-
taneous rotations with respect to the x axis, combined with low sun 
positions, can cause strong pilot sideways distortions of vision in the 

pilot or operator. The fourth group of simulations are tests analogous 
to those presented in Figs. 16-17, with the difference that they were 
performed with the decreasing and increasing (Fig. 18) spin speed of 
the aircraft in a spin. Obtained results indicate that this algorithm will 
be able to deal with disturbances coming from helicopter rotor blades 
moving at different speeds. 

Fig. 15.	 Output characteristics with additionally imposed forcing of a differ-
entiating character

Based on the presented time characteristics, it can be observed 
that the output signal from the proposed brightness control system de-
creases and eventually the output signal deviation drops to zero. Due 
to the short nature of the results presented here, the authors sought 
to show the effectiveness of the proposed solution algorithm for the 
characteristic variation of input signal interference, usually found in 

Fig. 13.	 Characteristics of the adaptive control system during signal process-
ing in free conditions (no additional external interference)

Fig. 14.	 Characteristics of the system with additionally imposed integral ex-
tortion

Fig. 12.	 Disturbed luminance signal (left), output signal y (n) for a system 
without software brightness controller (central graph) and signal y 
(n) for a system with a 2DOF PID software controller

Fig. 16.	 Output characteristics of the system with additionally imposed Gaus-
sian forcing with a natural frequency of 10 Hz
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real aircraft operation conditions. Fig. 19 presents images obtained 
during the operation of the algorithm with fixed luminance param-
eters. Under real conditions, changes in luminance will result not only 
from changes in the spatial orientation of the aircraft, but also from 
changes in the time of day. In this picture, the input image is visible on 
the left, and the resulting image from the proposed system on the right. 
The simulations were carried out for one test image, the luminance of 
which was changed from 0.25 (characteristic of underexposed image) 
to 2.5 (overexposed image).

4. Final conclusions

The proposed solution, although it concerns aviation, is an inter-
disciplinary solution. It can also be used in other areas of transport 
(eg. in the automotive industry). The presented concept is based on 
the processing of signals and control theory, but the article has been 

enriched by aspects related to the theory of the human factor and is 
connected with ​​aircraft operation problems in general. 

The problem of glare occurs in aviation when flying in variable 
weather conditions and during the change of time of day (sunrises 
and sunsets). Such conditions have been simulated during research 
conducted using actual recordings. In the presented time characteris-
tics, it can be observed that the output signal from the proposed image 
brightness control system stabilizes at the expected luminance value 
of 1. This happens both in the case of continuous disturbances, such 
as occur during a typical solar glare occurring during the flight with 
the “sun” course, as well as in the case of disturbances of a variable 
nature, caused by sunlight piercing through clouds or resulting from 
sudden changes in the spatial orientation of the aircraft. Such phe-
nomena may be particularly troublesome during operation in atypical 
flight conditions connected, for example, with aerobatics or control 
of a highly manoeuvrable aircraft, where the object changes its posi-
tion relative to the sun (and other light sources) in an abrupt manner. 
The proposed system quickly eliminates in such situations temporary 
oscillations of the light intensity to values deviating from the stand-
ard luminance equal to 1.0 by no more than ± 41 1 0x − . If the pilot 
observes such an output image, the light oscillation is unnoticeable. 
It should also be remembered that the proposed final solution still has 
a hardware adjuster for adjusting the brightness level of the display, 
depending on the level of ambient luminance. 

Research carried out at present by research teams around the 
world in the field of vehicle operation in the field of broadly under-
stood transport has been turning in recent years towards the use of op-
tical and vision methods [8, 20, 21, 33, 39, 44]. The presented solution 
has high development chances. In the future this system will be inte-
grated with the pilot-assistant system developed by the authors. It will 
be tested during operation in selected phases of flight. This solution 
can be used both to improve the precision of maneuvers performed 
manually by the pilot-operator, as well as to support the automatic 
detection of objects (intruders) that could pose a potential threat to the 
aircraft. The tests and research carried out indicate also the possibility 
of using the developed solution to avoid glare the staff through the 
light of an amateur laser. The proposed solution may support further 
interdisciplinary research on the improvement of observation condi-
tions conducted by the pilot or UAV operator during the operation of 
the aircraft.

Fig. 19.	 Input images (left) with luminance value (from above, respectively: 
0.25, 1.5, 2.5)  and the output image (right)

Fig. 17.	 Output characteristics of the system with additionally imposed Gaus-
sian forcing with an own frequency of 0.1 Hz

Fig. 18.	 The output characteristics of the system with additionally imposed 
gaussian forcing of variable amplitude and increasing natural fre-
quency in the range from 0.01 Hz to 10 Hz.
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